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#### Abstract

In this project, we give an explicit construction of positive definite quadratic forms of arbitrary dimension by using a family of real analytic functions whose coefficients in their Taylor expansions are strictly positive. We also prove a variant result that allows the construction if the number of positive coefficients has a positive upper density.
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## 2. Introduction and Main Results

### 2.1. Motivations: Quadratic Functions in One Variable

Let us first recall some elementary theory of quadratic functions. Suppose we are given a function $f: \mathbb{R} \rightarrow \mathbb{R}$ defined by

$$
f(x)=a x^{2}+b x+c
$$

for some fixed real numbers $a, b, c$ with $a>0$. It is known that $f(x)$ always nonnegative (indeed almost always positive) if its discriminant $\Delta(f)=b^{2}-4 a c<0$. The underlying principle of discriminant is the trick of completing-the-square. i.e. we can rewrite

$$
f(x)=a\left(x-\frac{b}{2}\right)^{2}+\left(-\frac{\Delta(f)}{4 a}\right)
$$

[See reviewer's comment (2)]
If we put $x=X_{1} / X_{2}$ and define $F: \mathbb{R}^{2} \rightarrow \mathbb{R}$ by

$$
F\left(X_{1}, X_{2}\right)=X_{2}^{2} f(x)=a X_{1}^{2}+b X_{1} X_{2}+c X_{2}^{2}
$$

then the theory of quadratic functions immediately tells us that
Lemma 1. If $a>0$ and $\Delta(f)=b^{2}-4 a c<0$, then
$1 F\left(X_{1}, X_{2}\right) \geq 0$ for all $X_{1}, X_{2} \in \mathbb{R}$
2 $F\left(X_{1}, X_{2}\right)=0$ if and only if $X_{1}=X_{2}=0$.

For functions that satisfy the above properties in the above lemma, they are called positive-definite. In other words, the theory of quadratic functions provides us an easy criterion to choose $a, b, c \in \mathbb{R}$ such that the associated function $F\left(X_{1}, X_{2}\right)=$ $a X_{1}^{2}+b X_{1} X_{2}+c X_{2}^{2}$ is positive-definite.

The analysis above can be regarded as a two-dimensional story of quadratic forms. In general, if we fix a positive integer $n$ and consider a quadratic form (the terminology will be made precise in the following chapters) $Q: \mathbb{R}^{n} \rightarrow \mathbb{R}$ defined by

$$
Q\left(x_{1}, x_{2}, \ldots, x_{n}\right) \sum_{1 \leq i \leq n} \sum_{1 \leq j \leq n} a_{i j} X_{i} X_{j}
$$

[See reviewer's comment (3)]
for some fixed $a_{i j} \in \mathbb{R}$, basic linear algebra allows us to generalise the trick of completing square and determine whether $Q$ is positive-definite, as in the twodimensional case. In other words, once we have fixed some $a_{i j}$, it is known how
to determine whether $Q$ is positive-definite. However, one may ask if there is a converse construction. More explicitly,

Is there a systematic way to choose the coefficients $a_{i j}$ such that $Q$ is positive-definite?

In this project, we are going to discuss the above question and ultimately provide a concrete construction of a family of such quadratic forms. We will also see that such construction allows us to prove a family of non-trivial inequalities.

### 2.2. Main Results

In this section, we record the main results of this project.
Theorem 2. Fix any positive integer $n$. Let $K(x)=\sum_{k=0}^{\infty} a_{k} x^{k}$ be a real analytic function with all $a_{i}>0$ and radius of convergence $R$. If $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ are pairwise distinct real numbers in the range $(-\sqrt{R}, \sqrt{R})$, then the quadratic form $Q_{K}: \mathbb{R}^{n} \rightarrow$ $\mathbb{R}$ [See reviewer's comment (4)]

$$
Q_{K}\left(X_{1}, X_{2}, \ldots, X_{n}\right)=\sum_{1 \leq i \leq n} \sum_{1 \leq j \leq n} K\left(\alpha_{i} \alpha_{j}\right) X_{i} X_{j}
$$

is positive-definite; in other words, we have

$$
Q_{K}\left(X_{1}, X_{2}, \ldots, X_{n}\right)>0
$$

unless $X_{1}=X_{2}=\ldots=X_{n}=0$.
Example 3. Consider the function $K:(-1,1) \rightarrow \mathbb{R}$ given by

$$
K(x)=\frac{1}{1-x}=\sum_{k=0}^{\infty} x^{k}
$$

This has radius of convergence 1. Then Theorem 2 asserts that for any fixed positive integer $n$ and $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n} \in(-1,1)$ which are pairwise distinct, we have

$$
\sum_{1 \leq i \leq n} \sum_{1 \leq j \leq n} \frac{1}{1-\alpha_{i} \alpha_{j}} X_{i} X_{j}>0
$$

for any $X_{1}, X_{2}, \ldots, X_{n} \in \mathbb{R}$ unless $X_{1}=X_{2}=\ldots=X_{n}=0$.
Example 4. Consider the exponential function $\exp : \mathbb{R} \rightarrow \mathbb{R}$ whose radius of convergence is $\infty$. Recall that

$$
\exp (x)=\sum_{k=0}^{\infty} \frac{1}{k!} x^{k}
$$

Then Theorem 2 asserts that for any fixed positive integer $n$ and $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n} \in \mathbb{R}$ which are pairwise distinct, we have

$$
\sum_{1 \leq i \leq n} \sum_{1 \leq j \leq n} \exp \left(\alpha_{i} \alpha_{j}\right) X_{i} X_{j}>0
$$

for any $X_{1}, X_{2}, \ldots, X_{n} \in \mathbb{R}$ unless $X_{1}=X_{2}=\ldots=X_{n}=0$.

In addition to Theorem 2, we also prove the following variant version of it in Chapter 5 which allows construction of positive definite quadratic forms via a wider family of analytic functions with humble additional hypothesis on the choice of $\alpha_{i}$ 's.

Theorem 5. Fix any positive integer $n$. Let $K(x)=\sum_{k=0}^{\infty} a_{k} x^{k}$ be a real analytic function with $a_{k} \geq 0$ for all $k$ and radius of convergence $R$. Define the set

$$
H_{K}=\left\{k \in \mathbb{N} \cup\{0\}: a_{k}>0\right\}
$$

If $H_{K}$ has positive upper density, then for any $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n} \in(-\sqrt{R}, \sqrt{R})$ such that

$$
\begin{aligned}
& 1 \alpha_{i} \neq 0 \text { for all } i=1,2, \ldots, n \text { and } \\
& 2\left|\alpha_{i}\right| \neq\left|\alpha_{j}\right| \text { for any } i \neq j,
\end{aligned}
$$

then the quadratic form $Q_{K}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ given by

$$
Q_{K}\left(X_{1}, X_{2}, \ldots, X_{n}\right)=\sum_{1 \leq i \leq n} \sum_{1 \leq j \leq n} K\left(\alpha_{i} \alpha_{j}\right) X_{i} X_{j}
$$

is positive definite.

We will explain the terminology of Theorem 5 in Chapter 5 of this report. Roughly speaking, it says that if there are "sufficiently many" non-zero coefficients in the Taylor expansion of $K(x)$, then one can build a positive definite quadratic form in almost the same spirit of Theorem 2.

### 2.3. Outline of the Report

In this chapter, we have recorded the main results of the project. In order to make this report self-contained, we, in Chapter 3, are going to review the classical results from linear algebra and analysis that are essential in the proof of our main results. In particular, we will cite all the necessary results from quadratic forms and Hilbert spaces. After reviewing all the necessary background results, we are going to prove our main result (Theorem 2) in Chapter 4. In Chapter 5, we discuss a possible variant of our main result (Theorem 5) and give a proof of it using some classical results from additive combinatorics.

## 3. Background in Algebra and Analysis

In this chapter, we are going to give all the necessary background from algebra and analysis. We will state most of these standard results without proofs but illustrate them with explicit examples. The proofs of these results can be found in [1] or [3].

### 3.1. Quadratic Forms and Symmetric Matrices

Definition 6. Let $n \geq 1$ be an integer. A quadratic form of dimension $n$ is a function $Q: \mathbb{R}^{n} \rightarrow \mathbb{R}$ of the form

$$
Q\left(X_{1}, X_{2}, \ldots, X_{n}\right)=\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j} X_{i} X_{j}
$$

for some real numbers $a_{i j}$. In other words, it is a homogeneous polynomial of degree 2 in $n$ variables.
Example 7. $Q_{1}(x)=5 x^{2}$ is a unary quadratic form whereas $Q_{2}(x, y)=6 x^{2}+$ $4 x y-y^{2}$ is a binary quadratic form.
Definition 8. Let $Q: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a quadratic form.

1. $Q$ is called positive semi-definite if $Q\left(X_{1}, X_{2}, \ldots, X_{n}\right) \geq 0$ for any $X_{1}, X_{2}, \ldots$, $X_{n} \in \mathbb{R}$.
2. $Q$ is called positive definite if it is positive semi-definite and $Q\left(X_{1}, X_{2}, \ldots, X_{n}\right)=0$ if and only if $X_{1}=X_{2}=\ldots=X_{n}=0$.
Example 9. The binary quadratic form $Q_{1}(x, y)=x^{2}+y^{2}$ is clearly positive definite. However, the quadratic form $Q_{2}(x, y)=x^{2}$ is positive semi-definite but not positive definite; for example, we have $Q_{2}(0,1)=0$.

Recall that a square matrix $A$ is called symmetric if $A^{T}=A$ where $A^{T}$ is the transpose of $A$. For any quadratic form $Q: \mathbb{R}^{n} \rightarrow \mathbb{R}$, we can associate a symmetric matrix with it as follows;

$$
Q\left(X_{1}, X_{2}, \ldots, X_{n}\right)=\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j} X_{i} X_{j} \longmapsto A_{Q}=\left(\alpha_{i j}\right)_{1 \leq i, j \leq n}
$$

where $\alpha_{i j}=\frac{a_{i j}+a_{j i}}{2}$ for all $1 \leq i, j \leq n$. Conversely, given a $n$-by- $n$ symmetric matrix $A$, we can obtain a quadratic form $Q_{A}$ of dimension $n$ by defining

$$
Q_{A}\left(X_{1}, X_{2}, \ldots, X_{n}\right)=x^{T} A x
$$

where $x^{T}=\left(X_{1}, X_{2}, \ldots, X_{n}\right)$.
Example 10. For $A=\left(\begin{array}{ll}2 & 1 \\ 1 & 2\end{array}\right)$, its associated quadratic form is $Q_{A}(x, y)=2 x^{2}+$ $2 x y+2 y^{2}$. On the other hand, the symmetric matrix associated with the quadratic form $Q(x, y)=x^{2}+4 x y+2 y^{2}$ is $\left(\begin{array}{ll}1 & 2 \\ 2 & 2\end{array}\right)$.

We say that a symmetric matrix $A$ positive (semi)-definite if its associated quadratic form is also positive (semi)-definite. For example, the identity matrix $I_{2}=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$ is positive-definite whereas $\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)$ is only positive semi-definite.

Let $A$ be a $n$-by- $n$ square matrix. Recall that $\lambda \in \mathbb{C}$ is called an eigenvalue of $A$ if there exists a non-zero $\mathbf{v} \in \mathbb{C}^{n}$ such that $A \mathbf{v}=\lambda \mathbf{v}$. Rearranging the equation gives $\left(A-\lambda I_{n}\right) \mathbf{v}=0$. Since $\mathbf{v} \neq 0$, we observe that $\lambda \in \mathbb{C}$ is an eigenvalue of $A$ if and only if $\lambda$ satisfies $\operatorname{det}\left(A-\lambda I_{n}\right)=0$.
Example 11. Let $A=\left(\begin{array}{ll}2 & 1 \\ 1 & 2\end{array}\right)$. Since $\operatorname{det}\left(A-x I_{2}\right)=x^{2}-4 x+3=(x-1)(x-3)$. The eigenvalues of $A$ are 1 and 3.

We record here a central result about real symmetric matrices.
Theorem 12. Let $A$ be a symmetric matrix whose entries are real numbers. Then

1. All eigenvalues of $A$ are real.
2. There exists a real invertible matrix $P$ such that $P^{-1} A P$ is a diagonal matrix whose diagonal entries consist of all the eigenvalues of $A$.

Proof. See [1].
Example 13. Let $P=\left(\begin{array}{cc}1 & 1 \\ 1 & -1\end{array}\right)$. Since its determinant is -2, it is invertible and $P^{-1} A P=\frac{1}{-2}\left(\begin{array}{cc}-1 & -1 \\ -1 & 1\end{array}\right)\left(\begin{array}{cc}2 & 1 \\ 1 & 2\end{array}\right)\left(\begin{array}{cc}1 & 1 \\ 1 & -1\end{array}\right)=\left(\begin{array}{ll}3 & 0 \\ 0 & 1\end{array}\right)$, which is a diagonal matrix whose diagonal entries consist of all the eigenvalues of $A$.

Indeed, the second part of Theorem 12 can be regarded as a generalisation of the trick of completing-the-square for binary quadratic forms. One immediate corollary is that one can determine the definiteness of a quadratic form completely from the signs of the eigenvalues of its associated symmetric matrix.

Corollary 14. Let $A$ be a real symmetric matrix. Then

1. A is positive semi-definite if and only if all its eigenvalues are non-negative.
2. $A$ is positive definite if and only if all its eigenvalues are positive.

Example 15. Let $A=\left(\begin{array}{ll}2 & 1 \\ 1 & 2\end{array}\right)$. Since the eigenvalues of $A$ are 1 and 3 which are both positive, the associated quadratic form $Q_{A}(x, y)=2 x^{2}+2 x y+2 y^{2}$ is positive definite.

Since eigenvalues of a matrix $A$ are roots of the polynomial $f_{A}(x)=\operatorname{det}(A-x I)$, the product of all eigenvalues is given by the constant term of this polynomial $f_{A}(0)=\operatorname{det}(A)$. Therefore, combining Corollary 14 with this observation, we have the following.

Corollary 16. Let $A$ be a real symmetric matrix. Then $A$ is positive definite if and only if $A$ is positive semi-definite and invertible.

### 3.2. Inner Products and Hilbert Spaces

In this section, we let $V$ be a real vector space.
Definition 17. An inner product on the vector space $V$ is a function $\langle\cdot, \cdot\rangle: V \times V \rightarrow$ $\mathbb{R}$ such that for any $x, y, z \in V$, we have

1. $\langle x, y\rangle=\langle y, x\rangle$,
2. $\langle x+y, z\rangle=\langle x, z\rangle+\langle y, z\rangle$,
3. $\langle x, x\rangle \geq 0$. Moreover, $\langle x, x\rangle=0$ if and only if $x=0$.

Example 18. On the Euclidean space $\mathbb{R}^{n}$, an inner product is given by the standard scalar product, namely

$$
\left\langle\left(x_{1}, x_{2}, \cdots, x_{n}\right),\left(y_{1}, y_{2}, \cdots, y_{n}\right)\right\rangle=x_{1} y_{1}+x_{2} y_{2}+\cdots+x_{n} y_{n}
$$

Example 19 ( $l^{2}$-space). Define the space of square-summable sequences

$$
l^{2}(\mathbb{R})=\left\{\left(a_{i}\right)_{i=0}^{\infty}: a_{i} \in \mathbb{R} \text { and } \sum_{i=1}^{\infty} a_{i}^{2} \text { converges }\right\}
$$

This is a real vector space with an inner product given by

$$
\left\langle\left(a_{i}\right)_{i=0}^{\infty},\left(b_{i}\right)_{i=0}^{\infty}\right\rangle=\sum_{i=0}^{\infty} a_{i} b_{i}
$$

for any $\left(a_{i}\right)_{i=0}^{\infty},\left(b_{i}\right)_{i=0}^{\infty} \in l^{2}(\mathbb{R})$. Note that the infinite summation on the right hand side converges because the $A M-G M$ inequality says $a_{i} b_{i} \leq \frac{a_{i}^{2}+b_{i}^{2}}{2}$ for all $i=0,1,2, \ldots$ and the sequences $\left(a_{i}\right)_{i=0}^{\infty},\left(b_{i}\right)_{i=0}^{\infty} \in l^{2}(\mathbb{R})$. [See reviewer's comment (5)]

For a real vector space $V$ with an inner product $\langle\cdot, \cdot\rangle$, one can associate a distance function with it by defining

$$
d(x, y)=\sqrt{\langle x-y, x-y\rangle}
$$

For example, on the Euclidean space $\mathbb{R}^{n}$ with the standard scalar product, the associated distance function is the usual Euclidean distance given by

$$
\left(\left(x_{1}, x_{2}, \cdots, x_{n}\right),\left(y_{1}, y_{2}, \cdots, y_{n}\right)\right)=\sqrt{\sum_{i=0}^{n}\left(x_{i}-y_{i}\right)^{2}}
$$

[See reviewer's comment (6)] A so-called real Hilbert space is a real vector space with an inner product which satisfies a strong analytic property with respect to its associated distance function: any Cauchy sequence converges in the space with respect to the associated distance function. The slogan is

A Hilbert Space is an inner product space in which all sequences that should converge indeed converge.

We are not going to give a precise definition of a Hilbert space but we should record the following standard fact from real analysis.

Theorem 20. Both the Euclidean $n$-space $\mathbb{R}^{n}$ and $l^{2}(\mathbb{R})$ are real Hilbert spaces.

Proof. See [3]

Since in the rest of this report, any Hilbert space would either refers to the Euclidean space $\mathbb{R}^{n}$ or the sequence space $l^{2}(\mathbb{R})$, it is safe to bear no more than these two examples in mind to read the rest of this report. We end this section with a main theorem that is useful to us concerning Hilbert spaces.

Definition 21. Fix any $n$ and $X \subset \mathbb{R}^{n}$ be closed. A function $K: X \times X \rightarrow \mathbb{R}$ is called a Hilbert function if there exists a function $\phi: X \rightarrow \mathcal{W}$ where $\mathcal{W}$ is a real Hilbert space such that

$$
K\left(x_{1}, x_{2}\right)=\left\langle\phi\left(x_{1}\right), \phi\left(x_{2}\right)\right\rangle_{\mathcal{W}},
$$

where $\langle\cdot, \cdot\rangle_{\mathcal{W}}$ is the inner product endowed by $\mathcal{W}$.
Example 22. Let $\mathcal{W}=\mathbb{R}^{2}$ with the standard inner product. The function $K$ : $\mathbb{R}^{2} \rightarrow \mathbb{R}$

$$
K\left(\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right)\right)=x_{1} y_{1}+x_{2} y_{2}=\left\langle\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right\rangle_{\mathcal{W}}
$$

is a Hilbert function by taking $\phi: \mathbb{R}^{2} \rightarrow \mathcal{W}$ to be the identity map.
Theorem 23 (Mercer). Fix any $n$ and $X \subset \mathbb{R}^{n}$ be closed. A function $K: X \times X \rightarrow$ $\mathbb{R}$ is a Hilbert function if and only if for any positive integer $m$ and arbitrary real numbers $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m}$, the matrix

$$
\left(\begin{array}{cccc}
K\left(\alpha_{1}, \alpha_{1}\right) & K\left(\alpha_{1}, \alpha_{2}\right) & \cdots & K\left(\alpha_{1}, \alpha_{m}\right) \\
K\left(\alpha_{2}, \alpha_{1}\right) & K\left(\alpha_{2}, \alpha_{2}\right) & \cdots & K\left(\alpha_{2}, \alpha_{m}\right) \\
\vdots & \vdots & \ddots & \vdots \\
K\left(\alpha_{m}, \alpha_{1}\right) & K\left(\alpha_{m}, \alpha_{2}\right) & \cdots & K\left(\alpha_{m}, \alpha_{m}\right)
\end{array}\right)
$$

is positive semi-definite.

### 3.3. Special Matrices and Properties

In this last section, we cite two results from linear algebra concerning matrices of special forms.

Theorem 24 (Vandermonde). Let $a_{1}, a_{2}, \ldots, a_{n}$ be complex numbers. Then we have

$$
\operatorname{det}\left(\begin{array}{ccccc}
1 & a_{1} & a_{1}^{2} & \cdots & a_{1}^{n-1} \\
1 & a_{2} & a_{2}^{2} & \cdots & a_{2}^{n-1} \\
\vdots & \vdots & \ddots & \vdots & \\
1 & a_{n} & a_{n}^{2} & \cdots & a_{n}^{n-1}
\end{array}\right)=\prod_{1 \leq i<j \leq n}\left(x_{j}-x_{i}\right)
$$

[See reviewer's comment (7)]

Proof. See [1]
Theorem 25. Let $V$ be a real vector space with an inner product $\langle\cdot, \cdot\rangle$. For any fixed $n$ and $v_{1}, v_{2}, \ldots, v_{n} \in V$, the matrix

$$
\left(\begin{array}{cccc}
\left\langle v_{1}, v_{1}\right\rangle & \left\langle v_{1}, v_{2}\right\rangle & \cdots & \left\langle v_{1}, v_{n}\right\rangle \\
\left\langle v_{2}, v_{1}\right\rangle & \left\langle v_{2}, v_{2}\right\rangle & \ldots & \left\langle v_{1}, v_{1}\right\rangle \\
\vdots & \vdots & \ddots & \vdots \\
\left\langle v_{n}, v_{1}\right\rangle & \left\langle v_{n}, v_{2}\right\rangle & \cdots & \left\langle v_{n}, v_{n}\right\rangle
\end{array}\right)
$$

is invertible if and only if $v_{1}, v_{2}, \ldots, v_{n}$ are linearly independent in $V$.
[See reviewer's comment (8)]

## 4. Proof of the Main Result

We recall the main theorem of this report.
Theorem 26 ((Theorem 2)). Fix any positive integer $n$. Let $K(x)=\sum_{k=0}^{\infty} a_{k} x^{k}$ be a real analytic function with all $a_{k}>0$ and radius of convergence $R$. If $\alpha_{1}$, $\alpha_{2}, \ldots, \alpha_{n}$ are pairwisely distinct real numbers in the range $(-\sqrt{R}, \sqrt{R})$, then the quadratic form $Q_{K}: \mathbb{R}^{n} \rightarrow \mathbb{R}$

$$
Q_{K}\left(X_{1}, X_{2}, \ldots, X_{n}\right)=\sum_{1 \leq i \leq n} \sum_{1 \leq j \leq n} K\left(\alpha_{i} \alpha_{j}\right) X_{i} X_{j}
$$

is positive-definite; in other words, we have

$$
Q_{K}\left(X_{1}, X_{2}, \ldots, X_{n}\right)>0
$$

unless $X_{1}=X_{2}=\ldots=X_{n}=0$.

The proof occupies the rest of this chapter.

### 4.1. Proof of Theorem 2

Let $K(x)=\sum_{k=0}^{\infty} a_{k} x^{k}$ be a real analytic function with all $a_{k}>0$ whose radius of convergence equals to $R$ (possibly infinite). Fix a positive integer $n$ and $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ be distinct real numbers in $(-\sqrt{R}, \sqrt{R})$.

First we observe that since by hypothesis $a_{k}>0$ for all $k=0,1,2, \ldots$, for any $1 \leq i, j \leq n$, we can rewrite

$$
\begin{equation*}
K\left(\alpha_{i} \alpha_{j}\right)=\sum_{k=0}^{\infty} a_{k}\left(\alpha_{i} \alpha_{j}\right)^{k}=\sum_{k=0}^{\infty}\left(\sqrt{a_{k}} \alpha_{i}\right)^{k}\left(\sqrt{a_{k}} \alpha_{j}\right)^{k} . \tag{1}
\end{equation*}
$$

[See reviewer's comment (9)]
We also note that for any $1 \leq i \leq n$, the infinite sum

$$
\begin{equation*}
\sum_{k=0}^{\infty}\left(\left(\sqrt{a_{k}} \alpha_{i}\right)^{k}\right)^{2}=\sum_{k=0}^{\infty} a_{k}\left(\alpha_{i}^{2}\right)^{k}=K\left(\alpha_{i}^{2}\right) \tag{2}
\end{equation*}
$$

[See reviewer's comment (10)]
converges because $\alpha_{i}^{2} \in(-R, R)$ and the radius of convergence of $K(x)$ equals to $R$. Write

$$
\mathcal{W}=l^{2}(\mathbb{R})=\left\{\left(a_{i}\right)_{i=0}^{\infty}: a_{i} \in \mathbb{R} \text { and } \sum_{i=1}^{\infty} a_{i}^{2} \text { converges }\right\}
$$

be the Hilbert space of square-summable sequences (See Example 19). Define $\epsilon>0$ to be any positive real numbers small enough such that all $\alpha_{i}$ 's are contained in the closed interval $[-\sqrt{R}+\epsilon, \sqrt{R}-\epsilon]$. Now we define a function $\phi:[-\sqrt{R}+\epsilon, \sqrt{R}-\epsilon] \rightarrow$ $l^{2}(\mathbb{R})$ by

$$
x \longmapsto\left(\sqrt{a_{0}}, \sqrt{a_{1}} x, \sqrt{a_{2}} x^{2}, \ldots, \sqrt{a_{k}} x^{k}, \ldots\right)
$$

This function is well-defined (i.e. the image is indeed square-summable) by the convergence analysis in (2) above. As a result, combining with (1), we can rewrite

$$
\begin{equation*}
K\left(\alpha_{i} \alpha_{j}\right)=\sum_{k=0}^{\infty} a_{k}\left(\alpha_{i} \alpha_{j}\right)^{k}=\left\langle\phi\left(\alpha_{i}\right), \phi\left(\alpha_{j}\right)\right\rangle_{\mathcal{W}} \tag{3}
\end{equation*}
$$

for any $1 \leq i, j \leq n$. Now we consider the quadratic form

$$
Q_{K}\left(X_{1}, X_{2}, \ldots, X_{n}\right)=\sum_{1 \leq i \leq n} \sum_{1 \leq j \leq n} K\left(\alpha_{i} \alpha_{j}\right) X_{i} X_{j}
$$

The symmetric matrix associated with the quadratic form is

$$
A_{K}=\left(\begin{array}{cccc}
K\left(\alpha_{1}^{2}\right) & K\left(\alpha_{1} \alpha_{2}\right) & \cdots & K\left(\alpha_{1} \alpha_{n}\right) \\
K\left(\alpha_{2} \alpha_{1}\right) & K\left(\alpha_{2}^{2}\right) & \cdots & K\left(\alpha_{2} \alpha_{n}\right) \\
\vdots & \vdots & \ddots & \vdots \\
K\left(\alpha_{n} \alpha_{1}\right) & K\left(\alpha_{n} \alpha_{2}\right) & \cdots & K\left(\alpha_{n}^{2}\right)
\end{array}\right)
$$

Now, using (3), we can rewrite this matrix as

$$
A_{K}=\left(\begin{array}{cccc}
\left\langle\phi\left(\alpha_{1}\right), \phi\left(\alpha_{1}\right)\right\rangle_{\mathcal{W}} & \left\langle\phi\left(\alpha_{1}\right), \phi\left(\alpha_{2}\right)\right\rangle_{\mathcal{W}} & \cdots & \left\langle\phi\left(\alpha_{1}\right), \phi\left(\alpha_{n}\right)\right\rangle_{\mathcal{W}}  \tag{4}\\
\left\langle\phi\left(\alpha_{2}\right), \phi\left(\alpha_{1}\right)\right\rangle_{\mathcal{W}} & \left\langle\phi\left(\alpha_{2}\right), \phi\left(\alpha_{2}\right)\right\rangle_{\mathcal{W}} & \cdots & \left\langle\phi\left(\alpha_{2}\right), \phi\left(\alpha_{n}\right)\right\rangle_{\mathcal{W}} \\
\vdots & \vdots & \ddots & \vdots \\
\left\langle\phi\left(\alpha_{n}\right), \phi\left(\alpha_{1}\right)\right\rangle_{\mathcal{W}} & \left\langle\phi\left(\alpha_{n}\right), \phi\left(\alpha_{2}\right)\right\rangle_{\mathcal{W}} & \cdots & \left\langle\phi\left(\alpha_{n}\right), \phi\left(\alpha_{n}\right)\right\rangle_{\mathcal{W}}
\end{array}\right) .
$$

Therefore, by Mercer's Theorem (Theorem 23), we deduce that the matrix $A_{K}$ is positive semi-definite. Last but not least, we are going to prove the following.

Claim 27. The matrix $A_{K}$ is invertible.

Proof of Claim. By using (4) and Theorem 25, the claim is equivalent to proving that $\phi\left(\alpha_{1}\right), \phi\left(\alpha_{2}\right), \ldots, \phi\left(\alpha_{n}\right)$ are linearly independent in the space $l^{2}(\mathbb{R})$.

Suppose $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ are real numbers such that

$$
\begin{equation*}
\lambda_{1} \phi\left(\alpha_{1}\right)+\lambda_{2} \phi\left(\alpha_{2}\right)+\ldots+\lambda_{n} \phi\left(\alpha_{n}\right)=0 \tag{5}
\end{equation*}
$$

where $0 \in l^{2}(\mathbb{R})$ denotes the zero sequence $(0,0,0, \ldots)$. Recall that the function $\phi$ is given by

$$
x \longmapsto\left(\sqrt{a_{0}}, \sqrt{a_{1}} x, \sqrt{a_{2}} x^{2}, \ldots, \sqrt{a_{k}} x^{k}, \ldots\right)
$$

If we expand the left hand side of (5), we have

$$
\begin{equation*}
\left(\sqrt{a_{0}} \sum_{i=1}^{n} \lambda_{i}, \sqrt{a_{1}} \sum_{i=1}^{n} \lambda_{i} \alpha_{i}, \ldots, \sqrt{a_{k}} \sum_{i=1}^{n} \lambda_{i} \alpha_{i}^{k}, \ldots\right)=0 \tag{6}
\end{equation*}
$$

By equating the first $n$ terms of (6), we have

$$
\sqrt{a_{0}} \sum_{i=1}^{n} \lambda_{i}=\sqrt{a_{1}} \sum_{i=1}^{n} \lambda_{i} \alpha_{i}=\ldots=\sqrt{a_{n-1}} \sum_{i=1}^{n} \lambda_{i} \alpha_{i}^{n-1}=0 .
$$

Since, by hypothesis, we have $a_{0}, a_{1}, \ldots, a_{n-1}$ are all positive. This reduces to a system of linear equations in $\lambda_{i}$ 's as follow

$$
\sum_{i=1}^{n} \lambda_{i}=\sum_{i=1}^{n} \lambda_{i} \alpha_{i}=\ldots=\sum_{i=1}^{n} \lambda_{i} \alpha_{i}^{n-1}=0
$$

We can rewrite this system of equations in the matrix form as follows.

$$
\left(\begin{array}{ccccc}
1 & 1 & 1 & \cdots & 1  \tag{7}\\
\alpha_{1} & \alpha_{2} & \alpha_{3} & \cdots & \alpha_{n} \\
\alpha_{1}^{2} & \alpha_{2}^{2} & \alpha_{3}^{2} & \cdots & \alpha_{n}^{2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\alpha_{1}^{n-1} & \alpha_{2}^{n-1} & \alpha_{3}^{n-1} & \cdots & \alpha_{n}^{n-1}
\end{array}\right)=\left(\begin{array}{c}
\lambda_{1} \\
\lambda_{2} \\
\lambda_{3} \\
\vdots \\
\lambda_{n}
\end{array}\right)=\left(\begin{array}{c}
0 \\
0 \\
0 \\
\vdots \\
0
\end{array}\right)
$$

By Theorem 24 (Vandermonde), the square matrix in the left hand side of (7) had determinant

$$
\Delta=\prod_{1 \leq i<j \leq n}\left(\alpha_{j}-\alpha_{i}\right)
$$

In particular, by hypothesis, the $\alpha_{i}$ 's are chosen to be pairwise distinct. As a result, the determinant $\Delta$ is non-zero. Hence, the homogeneous system (7) has only trivial solution, namely,

$$
\lambda_{1}=\lambda_{2}=\lambda_{3}=\ldots=\lambda_{n}=0
$$

This proves that $\phi\left(\alpha_{1}\right), \phi\left(\alpha_{2}\right), \ldots, \phi\left(\alpha_{n}\right)$ are linearly independent in $l^{2}(\mathbb{R})$ and hence the result follows by Theorem 25 .

Since the matrix $A_{K}$ is

- positive semi-definite by Mercer's Theorem (Theorem 23) and
- invertible (by Claim),
we conclude that $A_{K}$ is positive definite by Corollary 16. This finishes the proof of Theorem 2.


## 5. Variants of the Main Result

In this last chapter, we are going for possible generalisations of our main result. Our main result (Theorem 2) requires the Taylor series $K(x)$ to satisfy a rather strong hypothesis: we require all the coefficients in the Taylor expansion of $K(x)$ to be positive. For example, our main result is not applicable to the function $K: \mathbb{R} \rightarrow \mathbb{R}$ given by

$$
K(x)=x \exp (x)=\sum_{k=1}^{\infty} \frac{1}{(k-1)!} x^{k}
$$

However, we shall see that for any fixed positive integer $n$, if we choose any nonzero pairwise distinct real numbers $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$, the quadratic form

$$
Q_{K}\left(X_{1}, X_{2}, \ldots, X_{n}\right)=\sum_{1 \leq i \leq n} \sum_{1 \leq j \leq n} K\left(\alpha_{i} \alpha_{j}\right) X_{i} X_{j}
$$

is indeed positive definite. More generally, we shall see that by imposing very mild hypothesis on the $\alpha_{i}$ 's, we can construct positive definite quadratic form from a more general family of real analytic functions $K(x)$.

### 5.1. A Variant Version of Theorem 2

Let us look at the proof of Theorem 2 (See Section 4.1) again. While we were trying to establish the linear independence of the elements $\phi\left(\alpha_{1}\right), \phi\left(\alpha_{2}\right), \ldots, \phi\left(\alpha_{n}\right)$, we show this by manually chosen to equate the first $n$-terms of (6). Therefore, it is rather natural to ask whether we can instead choose any other $n$ terms to equate to recover the linear independence. It turns out that we can achieve it by sacrificing some freedom in choosing the terms $\alpha_{i}$ 's.

In particular, we shall prove the following variant of our main result.
Theorem 28 (Theorem 5). Fix any positive integer n. Let $K(x)=\sum_{k=0}^{\infty} a_{k} x^{k}$ be a real analytic function with $a_{k} \geq 0$ for all $k$ and radius of convergence $R$. Define the set

$$
H_{K}=\left\{k \in \mathbb{N} \cup\{0\}: a_{k}>0\right\}
$$

If $H_{K}$ has positive upper density, then for any $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n} \in(-\sqrt{R}, \sqrt{R})$ such that

1. $\alpha_{i} \neq 0$ for all $i=1,2, \ldots, n$ and
2. $\left|\alpha_{i}\right| \neq\left|\alpha_{j}\right|$ for any $i \neq j$,
then the quadratic form $Q_{K}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ given by

$$
Q_{K}\left(X_{1}, X_{2}, \ldots, X_{n}\right)=\sum_{1 \leq i \leq n} \sum_{1 \leq j \leq n} K\left(\alpha_{i} \alpha_{j}\right) X_{i} X_{j}
$$

is positive definite.

We will explain the terminology of this theorem in the following sections.

### 5.2. Results from Additive Combinatorics

To prove Theorem 28, we need to employ some classical results from additive combinatorics. First we shall introduce the notion of density in natural numbers.

Definition 29. Let $A$ be a subset of $\mathbb{N} \cup\{0\}$. The upper density of $A$ is given by

$$
d(A)=\limsup _{n \rightarrow \infty} \frac{|A \cap\{0,1,2,3, \ldots, n\}|}{n}
$$

Example 30. Any finite subset of $\mathbb{N} \cup\{0\}$ has upper density zero.
Example 31. By the Prime Number Theorem, the set of prime numbers also has upper density zero.

Example 32. Fix a pair of positive integers a and $k$. Consider the set

$$
A=\{k+n a: n \in \mathbb{N} \cup\{0\}\}
$$

Then it is easy to show that

$$
d(A)=\frac{1}{a}>0
$$

so $A$ has a positive upper density.

The following is a classical result in additive combinatorics regarding behaviour of positively dense subsets of natural numbers.

Theorem 33 (Szemerédi). Let $A$ be a subset of $\mathbb{N} \cup\{0\}$. If $A$ has a positive upper density, then $A$ contains an arithmetic progression of arbitrary length.

Roughly speaking, Szemerédi's Theorem says that if a subset of natural numbers is "large enough", it should contain an arithmetic progression of any specified length. (indeed, Szemerédi's Theorem says that such subset would contain infinitely many arithmetic progressions of any specified length)

### 5.3. Proof of Theorem 5

Fix a positive integer $n$. Let $K(x)=\sum_{k=0}^{\infty} a_{k} x^{k}$ and $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ be as claimed in the hypothesis of Theorem 28. Following the proof of Theorem 2, if we put $\mathcal{W}=l^{2}(\mathbb{R})$ and define $\phi$ as in (3), we can rewrite the matrix associated with the quadratic form $Q_{K}$ as follows.

$$
A_{k}=\left(\begin{array}{cccc}
\left\langle\phi\left(\alpha_{1}\right), \phi\left(\alpha_{1}\right)\right\rangle_{\mathcal{W}} & \left\langle\phi\left(\alpha_{1}\right), \phi\left(\alpha_{2}\right)\right\rangle_{\mathcal{W}} & \cdots & \left\langle\phi\left(\alpha_{1}\right), \phi\left(\alpha_{n}\right)\right\rangle_{\mathcal{W}}  \tag{8}\\
\left\langle\phi\left(\alpha_{2}\right), \phi\left(\alpha_{1}\right)\right\rangle_{\mathcal{W}} & \left\langle\phi\left(\alpha_{2}\right), \phi\left(\alpha_{2}\right)\right\rangle_{\mathcal{W}} & \cdots & \left\langle\phi\left(\alpha_{2}\right), \phi\left(\alpha_{n}\right)\right\rangle_{\mathcal{W}} \\
\vdots & \vdots & \ddots & \vdots \\
\left\langle\phi\left(\alpha_{n}\right), \phi\left(\alpha_{1}\right)\right\rangle_{\mathcal{W}} & \left\langle\phi\left(\alpha_{n}\right), \phi\left(\alpha_{2}\right)\right\rangle_{\mathcal{W}} & \cdots & \left\langle\phi\left(\alpha_{n}\right), \phi\left(\alpha_{n}\right)\right\rangle_{\mathcal{W}}
\end{array}\right)
$$

Therefore, Mercer's Theorem (Theorem 23) says that $A_{K}$ is positive semi-definite and by Corollary 16, it is now sufficient to prove that $A_{K}$ is invertible. In addition, by Theorem 25 , it is equivalent to prove that $\phi\left(\alpha_{1}\right), \phi\left(\alpha_{2}\right), \ldots, \phi\left(\alpha_{n}\right)$ are linearly independent in $l^{2}(\mathbb{R})$.

Suppose $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ are real numbers such that

$$
\lambda_{1} \phi\left(\alpha_{1}\right)+\lambda_{2} \phi\left(\alpha_{2}\right)+\ldots+\lambda_{n} \phi\left(\alpha_{n}\right)=0 .
$$

Equivalently, it says

$$
\begin{equation*}
\left(\sqrt{a_{0}} \sum_{i=1}^{n} \lambda_{i}, \sqrt{a_{1}} \sum_{i=1}^{n} \lambda_{i} \alpha_{i}, \ldots, \sqrt{a_{k}} \sum_{i=1}^{n} \lambda_{i} \alpha_{i}^{k}, \ldots\right)=0 . \tag{9}
\end{equation*}
$$

By hypothesis, the set

$$
H_{K}=\left\{k \in \mathbb{N} \cup\{0\}: a_{k}>0\right\} .
$$

has positive upper density. Therefore, using Szemerédi's Theorem (Theorem 33), $H_{K}$ contains an arithmetic progression of length $n$. We write

$$
A=\{a N+k: N=0,1,2, \ldots, n-1\} \subseteq H_{K}
$$

to be such arithmetic progression. By equating the $l$-th terms of the equation (10) for all $l \in A$, we obtain a system of linear equations in $\lambda_{i}$ 's as follows.

$$
\sum_{i=1}^{n} \lambda_{i} \alpha_{i}^{l} \quad \text { for all } l \in A
$$

We can rewrite this system of linear equations in matrix form.

$$
\left(\begin{array}{ccccc}
\alpha_{1}^{k} & \alpha_{2}^{k} & \alpha_{3}^{k} & \cdots & \alpha_{n}^{k}  \tag{10}\\
\alpha_{1}^{k+a} & \alpha_{2}^{k+a} & \alpha_{3}^{k+a} & \cdots & \alpha_{n}^{k+a} \\
\alpha_{1}^{k+2 a} & \alpha_{2}^{k+2 a} & \alpha_{3}^{k+2 a} & \cdots & \alpha_{n}^{k+2 a} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\alpha_{1}^{k+(n-1) a} & \alpha_{2}^{k+(n-1) a} & \alpha_{3}^{k+(n-1) a} & \cdots & \alpha_{n}^{k+(n-1) a}
\end{array}\right)\left(\begin{array}{c}
\lambda_{1} \\
\lambda_{2} \\
\lambda_{3} \\
\vdots \\
\lambda_{n}
\end{array}\right)=\left(\begin{array}{c}
0 \\
0 \\
0 \\
\vdots \\
0
\end{array}\right)
$$

Write $M_{K}$ to be the square matrix that appears on the left of (10). Then by using Theorem 24 (Vandermonde), we have

$$
\begin{aligned}
\operatorname{det}\left(M_{K}\right) & =\prod_{i=1}^{n} \alpha_{i}^{k}\left|\begin{array}{ccccc}
1 & 1 & 1 & \cdots & 1 \\
\alpha_{1}^{a} & \alpha_{2}^{a} & \alpha_{3}^{a} & \cdots & \alpha_{n}^{a} \\
\alpha_{1}^{2 a} & \alpha_{2}^{2 a} & \alpha_{3}^{2 a} & \cdots & \alpha_{n}^{2 a} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\alpha_{1}^{(n-1) a} & \alpha_{2}^{(n-1) a} & \alpha_{3}^{(n-1) a} & \cdots & \alpha_{n}^{(n-1) a}
\end{array}\right| \\
& =\prod_{i=1}^{n}\left(\alpha_{i}\right)^{k} \prod_{1 \leq i<j \leq n}\left(\alpha_{j}^{a}-\alpha_{i}^{a}\right)
\end{aligned}
$$

Now we consider two cases.

- If $a$ is odd, then we rewrite

$$
\begin{equation*}
\operatorname{det}\left(M_{K}\right)=\prod_{i=1}^{n} \alpha_{i}^{k} \prod_{1 \leq i<j \leq n} \alpha_{i}^{n}\left(\left(\frac{\alpha_{j}}{\alpha_{i}}\right)^{a}-1\right) \tag{11}
\end{equation*}
$$

Recall that the polynomial $x^{a}-1$ has a distinct roots

$$
\{\exp (2 \pi i m / a): m=0,1,2, \ldots, a-1\}
$$

It is clear that when $a$ is odd, its only real root is 1 . Hence the second product on the right hand side of (11) is non-zero. Moreover, by hypothesis, none of the $\alpha_{i}$ 's are zeroes. We can conclude that $\operatorname{det}\left(M_{K}\right) \neq 0$ and thus the matrix $M_{K}$ is invertible in this case.

- If $a$ is even, then we can rewrite

$$
\operatorname{det}\left(M_{K}\right)=\prod_{i=1}^{n} \alpha_{i}^{k} \prod_{1 \leq i<j \leq n}\left(\alpha_{j}^{2}-\alpha_{i}^{2}\right)\left(\alpha_{j}^{a-2}+\alpha_{j}^{a-4} \alpha_{i}^{2}+\cdots+\alpha_{i}^{a-2}\right)
$$

Since $a$ is even and none of the $\alpha_{i}$ 's are zero, for any fixed $1 \leq i<j \leq n$, the factor

$$
\alpha_{j}^{a-2}+\alpha_{j}^{a-4} \alpha_{i}^{2}+\cdots+\alpha_{i}^{a-2}
$$

is always positive. In addition, we also have, by hypothesis, that $\left|\alpha_{i}\right| \neq\left|\alpha_{j}\right|$ for any $i \neq j$. This asserts that $\operatorname{det}\left(M_{K}\right) \neq 0$ and thus the matrix $M_{K}$ is invertible in this case.

In either case, the matrix $M_{K}$ is invertible and thus the only solution to the homogeneous system (10) is the trivial one. i.e.

$$
\lambda_{1}=\lambda_{2}=\ldots=\lambda_{n}=0
$$

Hence, we have established the linear independence of $\phi\left(\alpha_{1}\right), \phi\left(\alpha_{2}\right), \ldots, \phi\left(\alpha_{n}\right)$ and we are done.
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## Reviewer's Comments

Grammatical mistakes and typos
1 The reviewer has comments on the wordings, which have been amended in this paper.
$2 f(x)=a\left(x+\frac{b}{2 a}\right)^{2}+\left(-\frac{\Delta(f)}{4 a}\right)$
3 Left hand side should be $Q\left(X_{1}, X_{2}, \ldots, X_{n}\right)$
4 radius of convergence $R$ (possibly $+\infty$ )
$5 a_{i} b_{i} \rightarrow\left|a_{i} b_{i}\right|$
6 Left hand side should be $d\left(\left(x_{1}, x_{2}, \ldots, x_{n}\right),\left(y_{1}, y_{2}, \ldots, y_{n}\right)\right)$
7 Right hand side should be $\prod_{1 \leq i<j \leq n}\left(a_{j}-a_{i}\right)$
8 The last entry on the second row of the matrix should be $\left\langle v_{2}, v_{n}\right\rangle$.
9 Right hand side should be $\sum_{k=0}^{\infty}\left(\sqrt{a_{k}} \alpha_{i}^{k}\right)\left(\sqrt{a_{k}} \alpha_{j}^{k}\right)$.
10 Left hand side should be $\sum_{k=0}^{\infty}\left(\sqrt{a_{k}} \alpha_{i}^{k}\right)^{2}$.

## Comments

The paper is about constructing positive-definite quadratic forms using real analytic functions with positive coefficients. The method in the paper is interesting. The author made use of such a real analytic function to construct an embedding of an Euclidean space $\mathbb{R}^{n}$ into the Hilbert space $l^{2}$. The quadratic form is then given by the pullback of the inner product on $l^{2}$ under that embedding. The author also proved a variant result on a wider class of analytic functions using results from additive combinatorics.

The paper is well-organized with a summary of results, background materials, examples and proofs of theorems. The last part of the proof of Theorem 5 can be simplified. It is pretty clear that $\operatorname{det}\left(M_{K}\right)$ is non-zero from the expression of it obtained from Theorem 24. There is no need to consider the cases whether $a$ is even or odd separately.

