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ABSTRACT. A lot of effort has been devoted into solving the famous Square
Packing Problem, which investigates the minimum side length of a square
container that can pack n unit squares. This involves the search for the most
optimal packing for squares. The aim of this research is to investigate an
opposite idea to the original problem. We delve into the least optimal packing
of squares, i.e. finding the minimum side length of a square container that
can contain all configurations of n unit squares.

By considering the idea of a rotating container, we have successfully found
the solution to the case of two squares. At the end, by studying the classi-
fication of intersections between the configuration and the container, as well
as harnessing analytical methods, we have found the exact solution to the
general case of n squares.

1. INTRODUCTION

Square packing in a square has been a famous open problem for several decades.
The problem studies the optimal packing of unit squares in a larger container
square such that the number of unit squares attains maximum. This problem is
difficult and only a few results are found. For instance, the minimal side length of
the larger container square containing 10 unit squares is 3 + %, which is one of

the few known exact results. [1]
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FIGURE 1. 8pin(10) =3 + %

Our investigation is induced by twisting the idea of the original problem, which
seems to find the “most optimal” packing of the unit squares. Instead, we attempt
to find the “least optimal” configuration of the unit squares such that the side
length of its square container attains maximum. In this paper, we investigate a
square container that contains all possible configurations given the number of unit
squares.

Consider the following configurations of two unit squares (in gray).

w

FIGURE 2. Minimum side length of the square container = 2.

w

FI1GURE 3. Minimum side length of the square container = V5.

Figure 3 requires a larger square container. Thus, it is a less optimal configu-
ration compared to Figure 2. In fact, as we will see in Section 3, Figure 3 is the
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least optimal configuration of two unit squares. This means that any configurations
of two unit squares can be contained in a square of side length /5. The goal of
our research is to formulate the notion of a “least optimal” configuration, rigor-
ously prove this fact about configurations of two unit squares, and develop tools to
generalise to configurations of an arbitrary number of unit squares.

1.1. Problem Definition. In order to define our problem, we now define a unit
square and a configuration.

Definition 1.1. A wunit square is a set of four points {A, B,C,D} on a two-
dimensional plane such that lengths of line segments AB = BC =CD = AD =1
and AB 1. BC, BC L CD, CD 1 AD and AD 1 AB. The boundary of a
unit square is the union of line segments AB, BC,CD,AD. The interior of a unit
square is the area bounded by the boundary excluding the boundary.

Definition 1.2. For a positive integer n, a set of n unit squares is called an n-
configuration if

e none of the interior of the squares overlap with each other; and

e all the squares are connected to each other, i.e. for every pair of squares
Q1,Q2, there exists a finite sequence of distinct squares K that starts with
Q1 and ends with Q2 with adjacent squares in K having a point of inter-
section.

In the same way the “most optimal” square packing problem requires the unit
squares not to overlap, in the “least optimal” square packing problem, we restrict
the unit squares to be connected since otherwise they can be brought very far away
from each other and the problem is no longer interesting. In the meantime, intu-
itively, overlapping squares should result in a smaller square container compared
to non-overlapping squares. Thus, we define a configuration that is formed by
connected and also non-overlapping unit squares.

Next, we define the bounding rectangle or square, i.e. a container.

Definition 1.3. A container C of a configuration X is a rectangle such that all of
A lies in the interior of C or on the boundary of C. Similarly, a square container
C of a configuration X is a square such that all of \ lies in the interior of C or on
the boundary of C.

For the optimal square packing problem, the goal is to find the minimum length
Smin(n) such that there exists an n-configuration which has a square container
of side length $,in(n). Taking this as an inspiration, we define our least optimal
square packing problem as follows.

Problem. For any positive integer n > 2, find the minimum length s(n) such that
any n-configuration can be contained in a square container of side length s(n).

1.2. Main Results. We begin by exploring properties of the square container of
configurations, which offers great insights into possible proof techniques. Then,
we look into the case of 2-configuration by means of computer simulations and
logical deductions, which results in s(2) = /5 as stated in Theorem 3.3. After
trying several attempts and developing techniques such as classification, analysis



42 MOK CHUN HEI, WONG HEI

and rearrangement of geometric figures, we lead into the complete proof, concluding
that s(n) = n++v/5—2. The solution is surprisingly simple compared to the thinking
and proving process.

1.3. Notation.

Definition 1.4. Denote R? = {(z,y) : x,y € R} as the two-dimensional rectangu-
lar coordinate plane.

Definition 1.5. Denote S' = {(z,y) € R? : 22 + y? = 1} as the unit circle.
Definition 1.6. Denote A,, be the set of all n-configurations.

Definition 1.7. Denote

be the set of n-configurations for all n. An element of A is known simply as a
configuration.

Definition 1.8. For a unit vector # € S', #, is the image of # under anticlockwise
90° rotation about the origin.

2. SQUARE CONTAINER

2.1. Definitions. Let S = {5’;} is a finite set of points in R?. As a square container
is essential in our research, we frequently find the length of a set of points S by
projecting S along a unit vector #. We denote this quantity dg(7).

Definition 2.1. Let dg(f) where # € S be the length of the line segment connecting
Si and S; when projected along 7 i.e.

) = (5~ §).
Definition 2.2. Let ds(7) where # € S' be

dg(7) =max{f-P: Pe S} —min{f-P: Pe S} = max d3 (7).
i\
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FIGURE 4. Illustration of dg ().

As a result, for a square container along the directions 7 and 7, , the minimum
side length is the greater of dg(7) and dg(7. ), denoted fs(7).

Definition 2.3. Let the side length of the square container of S when oriented
along unit vector v be

fs(?) = max{dg(#),ds (1)}

ds(7)

FIGURE 5. Illustration of fg(#). The smallest square container
along directions 7 and 7, , shown in dotted line, has side length
rnax{ds(f), ds(’f‘J_)}.

Definition 2.4. The side length of the smallest square container of S is the min-
min .

imum value of fs, denoted fg

foin = min{ fg(7) : # € S'}.
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Note that each configuration is a set of unit squares, which by definition is a set
of points. Let us define the notation of dy, f\ etc. where ) is a configuration.

Definition 2.5. For a configuration A, let T' be the set of all vertices of all unit
squares in . Then dY (), dx(7), fA(F) and f{"" are defined the same as d; (),
dr(?), fr(7) and f7"" respectively.

Then our problem can be rephrased as: for a positive integer n > 2, s(n) is
defined as the maximum side length of the smallest square container of any n-
configuration:

s(n) = max{f{" : X € A, }.

2.2. Properties. We will now discuss some of the properties of a square container
of a set of points S.

First, the following two lemmas describe basic properties of the functions dg
and fg which are trivial to see.

Lemma 2.6. dg(7) = dg(—7).
Lemma 2.7. fg(7) = fs(f1) = fs(—7).

Next, we will show that there always exists an orientation such that a rectangle
container oriented that way is a square.

Lemma 2.8. For a finite set of points S, there exists some 7y € S* such that
ds(t9) = ds(foL)-

Proof. Let g(7) = ds(#) — ds(7.). We will show that g(7) = 0 for some 7 € S.
Pick any 7' € St. If g(#') = 0, we are done. Otherwise notice that

g(7)) = ds(#) —ds( ) = ds(i) — ds(7') = —g(').
Since dg is continuous, so is g. Therefore, by the Intermediate Value Theorem,
there exists 7o € S! such that g(#o) = 0. O

This turns out to be useful when simplifying an n-configuration, which we will
use in Lemma 5.2.

Moreover, one of our goals is to find the value of f2'" which is the minimum
value of the maximum of a collection of functions. So, it is helpful to probe into the
behaviours of this function. Using analytical methods, it is possible to categorise
a local minimum into cases, specified in Lemma 2.9.

Lemma 2.9. For h(z) = max{f(z),g(z)} where f(z) and g(x) are real-valued
continuous functions, h is at a local minimum at x = xo only if one of the following
18 true:

(a) f is at a local minimum at x = xg;
(b) g is at a local minimum at x = xo; or

(c) f(zo) = g(wo).
Proof. Let y = h(zp). Then this happens only if one of the following is true:

(1) g(zo) < f(xo) = y;
(2) f(zo) < g(x0) =93
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(3) f(zo) = g(xo) =y, which corresponds to case (c).

We focus on case 1. Choose a value z € (g(xg), f(xo)). By continuity of f, there
exists 5 > 0 such that for all € (xg — d¢, 20+ d¢), f(x) > 2. Then by continuity
of g, there exists d, > 0 such that for all z € (xo — g, 20 + 0y), g(z) < 2.

Set 05, = min{dy,dy} > 0. Then for all z € (xg — on, 0 + n), f(x) > 2 > g(x),
so h(z) = f(x). Therefore by considering the neighbourhood (z¢ — x,xo + 1)
around xg, h is at a local minimum only if f is at a local minimum, which proves
case (a).

Case 2 can be proven similarly to be equivalent to case (b). O

This can then be generalised to the maximum of any finite number of functions
using induction.

Corollary 2.10. For h(z) = max{f;(z)} where i = 1,2,...,n and f;(z) are all
real-valued continuous functions, h is at a local minimum at x = xo only if one of
the following is true:
(a) fi is at a local minimum at © = xo for some i =1,2,...,n; or
(b) fi(xo) = fj(zo) for some distinct i,j =1,2,...,n.
Proof. We will prove this by induction. For n = 2, this is proven in Lemma 2.9.
Assume this is true for n = k. For n = k+ 1, h(x) = max{g(z), fr+1(x)} where
g(z) = max{f1(z),..., fr(z)}. By Lemma 2.9, h is at a local minimum only if one
of the following is true:
(1) fr+1 is at a local minimum;
(2) g is at a local minimum; or
(3) fr+1(wo) = g(wo).
Induction assumption gives that case 2 happens only if
e f; is at a local minimum for some 1 = 1,2,...,k; or
o fi(xo) = fj(xo) for some distinct 4,j =1,2,..., k.
And case 3 happens only if fry1(xzo) = fi(zo) for some i =1,2,... k.
Rewriting the cases,
o fry1 is at a local minimum;

e f; is at a local minimum for some 1 = 1,2,...,k;
o fi(zo) = fj(xo) for some distinct 4,j =1,2,...,k; or
o frt1(zo) = fi(wo) for some i =1,2,...,k,
hence the case when n = k + 1 is proven. [

We can apply this characteristic of local minima to dg and fg as follows.
Lemma 2.11. If ds(7) # 0 for all # € S, ds(7) is at a local minimum at ¥ = 7
only if N

dg (fo) = d¥ (7o)
for some i,j,k,1 where i < j, k <1, and (i,5) # (k,1).
Proof. Note that for all 4,5 and #, d% (7o) = 0 and also d% (7) = d (#). Given that
ds(7) # 0, ds can be simplified to

ds () = maxd¥ (7).
1<j
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By Corollary 2.10, dg is at a local minimum only if

(1) d”( 0) = di (7o) for some 4,7, k,l where i < j,k <1, (i,5) # (k,1); or
(2) dfg] is at a local minimum for some i, j.

Note that the local minimum of dgj( ) (S — J)| is 0 for all ¢, j, so case

to:, Il

|
2 is impossible considering ds # 0. Thus d2 (7o) = d (7o) for some i, j, k, | where
i <k <l (i,5) # (k1) O

Theorem 2.12. If ds(7) # 0 for all # € S, fs is at a local minimum at 7 = 7
only if for some i,j,k,l withi < j and k < l, one of the following is true:

(a) dd (o) = d¥ (7o) where (i, ) # (k,1);
(b) d”( 0l) = dkl(TOJ_) where (i,5) # (k,1); or
(c) dd (7o) = d¥(Fou).

Proof. Using the definition of fg and Lemma 2.9, fg attains local minimum only
if one of the following is true:
s(7) is at a local minimum;

(1) ds(7) i
(2) dg(71) is at a local minimum; or
(3) ds(7) = ds(FL).

Case 1 occurs, by Lemma 2.11, only if disj(fo) = d¥ (7o) for some i, j, k,l with
i1 <j, k<l (i,j) # (k,1), which corresponds to case (a).

Case 2 occurs similarly only if d2 (7o, ) = d¥ (7. for some i, j, k, I with i < 7,
k<1, (i,7) # (k,1), which corresponds to case (b).

For case 3, using definition of dg, ds(7p) = dg(f) and dg (7o) = d¥(7y.) for
some 4,7, k,l. i # j and k # | since dg(7y) and dg(7o.) are non-zero. This
corresponds to case (c). (]

This gives an important insight in finding f2". If fs attains a minimum at 7
and we have a rectangle C oriented along direction # and #; that tightly contains
S, either C is a square (which we call an « container), or one of its side length, i.e.
dg(7) or dg(7, ), attains a local minimum (which we call a 8 container).

These properties give us a clearer picture of the behaviour of f2'". Combining
with the necessary existence of an « container proven in Lemma 2.8, although
Theorem 2.12 does not contribute logically to our final results, it guides us towards
considering the a container as a key to this problem. Besides, our experience in
finding the numerical value of fZ*" in graphing software reveals that the 3 case
usually results in fg”" that is far smaller than s(2), while the « case usually results
in f2" that is close to s(2). Figure 6 gives an example of these two cases. As
a result, these observations give us strong motivation to focus on a containers of
configurations.
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(0,1)

(0,0)

(1.149, —0.409)

(A) The S container that corresponds to (B) The a container that corresponds to
fam. f&'™ ~ 2.075, which is far smaller g fe'™ &~ 2.201, which is close to
than s(2). 5(2).

FIGURE 6. An « and a (8 container of a configuration.

Finally, to facilitate focusing on the « case, we prove the following lemma to
find an upper bound of s(n).

Lemma 2.13. Let 7, : A,, = S' be a function such that for each n-configuration
A, choose a unit vector 7.(X). Then the mazimum of fx(7c(X)) for all X € Ay, is
an upper bound for s(n):

5(n) < max{fx(Fc(N)) : A € Ap}.
Proof. For all X € A,, by the definition of f7",
i = min{ fy (7) : 7 € S'} < far (7e(N)) < max{fr(Fc(N) : A € A}
SO ‘
s(n) = max{f{"" : XA € A} <max{fr(7:(N)) : A € A, }.
|
This lemma allows us to not consider f{*". Instead, we can always choose a
specific orientation of the square container to calculate an upper bound which is
sufficient to prove our result. In our later proof for s(n), we choose an orientation

that aims to make the container an « case.

3. 2-CONFIGURATION

We construct a computer program to iterate through y (as y in the code) and 6
(as t in the code) to generate all possible 2-configurations. It also iterates through
the angle of the container (as angle_of_r in the code), hence a total of 3 layers
of nested iteration i.e. a time complexity of O(n®). Refer to the appendix for the
C++ code and Figure 12 for the notations.

The computer program gives an approximate answer of s(2) ~ 2.236515, which
is close to v/5. With the aid of graphing software, we have also confirmed that s(2)
is close to v/5. Thus, it is very likely that the value of 5(2) is v/5.

We will find the value of s(2) in two steps:
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(1) proving that v/5 is a lower bound of s(2) by showing there exists a 2-
configuration with f mm = \/_ then

(2) proving that v/5 is an upper bound of s(2) by showing all 2-configurations
can be contained in a square of side length v/5.

Lemma 3.1. s(2) > /5.

Proof. We will show that there exists A € Ay such that f{*" = V5. Consider the
following points:

(1.8,1.6)

(0,1)
(2.4,0.8)

(1.6,0.2)
(0,0) (1,0

FIGURE 7. “Least optimal” 2-configuration.

By considering the points 7,5 where dy(7#) = d¥(#) for different ranges of ,
d () can be written as the following partial function.

4‘/_ % cos (6 —tan~t 1), 6 € [0,tan™" 3)
\/gTscos( — tan~ 1%), 0 €tan™t 3, 7)
dx((cos@,sinf)) = 4‘/_ 2 cos (0 — ) 0[5, m—tan~'3)

—Mcos (6+tan 3), fOelr—tan '3, 7 —tan~' 3)

; 1545 cos (0 +tan"' 55), 6 €[r—tan~' 3 m)
Figures 8 to 11 show the rotating container. The black dots are points i, j, which
determine the side length of the container of this configuration for certain orienta-

tions.
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L —

FIGURE 8. The container for § € [0,tan™! 2).

FIGURE 9. The container for § € [tan™' 3 tan™!2).

Note that d(#) < v/5 for all 6 € (tan~' 2, Z + tan~' 2) while d\(#) > /5 for all
6 € [0,tan" " 2] U [ + tan~' 2, 7). Thus,

fr((cosB,sinf)) = max {d,\((cose,sinO)),dA((COS(H + g),sin(ﬂ + g)))}

(410 ¢os (f — tan' 1), €[0,tan"t 3)
VU cos (6 — tan~! ), € [tan~! 3 tan‘1 2)
) ¥t cos (0 — ta,n_1 12), fe€ftan™'2,%)

T 2005 (0 + tan"'3), O[T, —tan"'d)
Y cos (@ +tan~'3), fe[r—tan~' 5,7 —tan"'3)

— Y cos (O +tan' 55), @€ [r—tan~' 3, 7)

which attains the minimum /5 at = tan=12 or Z +tan~!2. O

The following lemma describes an algebraic fact that is used in Theorem 3.3.
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(0.6,2.2)

(2.6,1.2)

(—0.4,0.2)

(1.6,—0.8)

FIGURE 10. The container at § = tan~1! 2.

FIGURE 11. The container for 6 € [tan™'2, 7).

Lemma 3.2. For a real-valued quadratic function f(x) = az? + bz + ¢ with a > 0
which has real roots, if a real number p < —% satisfies f(p) > 0, then p is less
than or equal to any roots of f(x).

Proof. Let a and 8 be the roots of f(z) where o < 8. Then

z | (=o0,a) | (o, 8) | (B,00)
f@ ] + | - T +

sop<aorp>p.
Also . 5 B4
o+ +
< —_— = < _— =
PS5, 3 = 3 °F
with the equality occurring only when a = . Therefore p < a < . O
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We can now prove the upper bound of s(2) and therefore its exact value. This
proof mainly uses methods from algebra and calculus.

Theorem 3.3. 5(2) = /5.

Proof. We will show that s(2) < v/5 using Lemma 2.13, and combining with Lemma
3.1 proves 5(2) = V/5.

Any configuration A € A can be transformed into Figure 12 under translation,
rotation, reflection for some y € [0,1] and 6 € [0, T].

Y

FIGURE 12

The set of points is S = {A, B,C, D, E, F,G, H} where
0,0)

|
~—~

)

)

0
1
1,
1
1

L = O =
S e N

b

+sinf,y — cosf)
1+sind + cosf,y +sinf — cosb)
= (1+cosf,y+sinb)
[3] gave a method to, given four points on a plane, construct a square such that each
side of the square (or its extension) would pass through exactly one of the given
points. Namely, given 4 points A, B,C, D (assume A and C lie on the opposite
sides of the future square, same for B and D), perform the following steps.

(1) Join AC.

(2) Drop a perpendicular line from B to AC and find E on that perpendicular

line such that BE = AC.
(3) D and F lie on the same side of the square (or its extension).

T QMmO Qm e
I
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(4) The rest of the construction consists of dropping perpendicular lines to
form the other three sides.

Furthermore, the existence of such square is proved by Lemma 2.8.
We now choose an orientation such that A, B, G, H are on each side of a square of
that orientation. Using the construction method, let a point I = (y+sin, — cos ).

Then AH = BI and AH | BI. Let 7 be the unit vector along I@:

7=—(1—y+cosf,y+sinh)

where k = /(1 — y + cos6)? + (y + sinf)2. Then
1 .
7= E(—y—sm&l —y + cosf).

To maximise d(7) and dy (7, ), we consider the dot products of each of the position
vectors of the points with 7 and 7 :

P |ki-P ki, - P
A0 0
B | y+sinf 1—y+cosf
C |1—y+cosf —y —sinf
D | 1+sinf+ cos6 1—2y —sinf + cos6
E | 1+ cos —y(1+sin@) + 3> —sinf + ycosf — 12
F | 1+sinf+cosf—y(l+cosf)+y? | =1 — sinf — cosf — y(sinh —
2cosf) —y?
G |2 + sinf + 2cosf + y(sin — | —1—cosO+y(cosd—2sin ) —y>
2cosf — 1) +y?
H | 2+2cosf+y(2sinf—cosf@—1)+ | —ysinf — 3>
y? ) )
TABLE 1. k7 - P and k7, - P.
Therefore,
dx(#) =max{#-P: P S} —min{f- P: P € S}
—max{f -G,7-H} —7-A
=max{7- (G — A),#- (H— A)}
_maX{Q—|—sin9+2cost‘)—|—y(sin9—2cos9—1)+y2
V(1 =y +cos0)? + (y + sin )2 ’

24 2cos@ + y(2sinf — cosh — 1)+y2}
V(1 —y+cos)? + (y + sin 6)?




LEAST OPTIMAL SQUARE PACKING IN A SQUARE 53

and
dx(FL) =max{f, - P: Pc S} —min{f, - P: P € S}
=7, - B—min{#-F,7-G}

Notice that 7, -(B—F) = #-(G—A) and 7, -(B—G) = #(H—A), so dx(#) = dy(7.).
Thus
IA(F) = dx (7).
Also, the two expressions being maximised in dj () are equivalent after a sub-

stitution of 0 — /2 — 60 and y — 1 — y:

2 +sin(5 — 6) +2cos(3 —0) + (1 —y)(sin(5 — 0) — 2cos(5 —0) — 1) + (1 —y)?

VI—(—y) +cos(z—0) + 1y +om(z —0)
2+ 2cosf +y(2sinf — cosf — 1) + y?
V(O —y+cosO)?+ (y+sinh)?

Hence, when we take the maximum of dy(7) for all values of y and 6, we can
disregard one of the two expressions.

max{fx(7) : A € As}
= max{d,(7) : A € As}
S _ 2
_ maX{2+26059+y(231n9 cosf—1)+vy ye0.1],0 € [0’ z}}
V(1 =y +cos6)? + (y + sin )2 2

g _ 2
:max{ 2+ 2cosf + y(2sinf —cosf — 1) +y 'yE[O,l],GE{O,g]}

V2 +2cos0 +y(2sinf — 2cosf — 2) + 242

Vot vy + 2y2 2

where a = 2+ 2cosf, 3 =2sinf —cosf — 1,7 = 2sinf — 2cos 6 — 2.
To maximise dy(7), we take its partial derivative with respect to y,

:max{w cy €10,1],0 € [O,K}}

9dr(7)  (a+vy+2y")(B+2y) — s(a+ By + ) (v + 4y)
oy (a+yy+22)%
_alB=37) + 3B+ 3y + 20
- (a+yy+22)%
(y + sin6)(2y® + (sin — 3cos§ — 3)y + (2 + 2cosf))
(a+7y +2y%)2 '

We will show that Mg—y) >0 for all y € [0,1]. Consider the expression

(1) 2y% + (sin® — 3cosf — 3)y + (2 + 2cos h).
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If Expression (1) has roots, then its discriminant satisfies
0 < (sinf — 3cos @ — 3)% — 4(2)(2 + 2 cos )
=sin?0 +9cos>0 +9 — 6sinf cosh + 18 cos — 6sinf — 16 — 16 cos
=8cos?f +2cosf — 6sinfcosh — 6sinh — 6
=2(1+cosf)(4cosf — 3sinf — 3)

S0
4cosf —3sinf —3>0.

We now verifies the conditions in Lemma 3.2 to show that all roots of Expression
(1) is larger than or equal to 1. Since when substituting y = 1,

2(1)% + (sin — 3cosf — 3)(1) 4+ (2+2cosh) = 1 — cosf +sinf > 0

and its mean of roots

_sinf _23(;;)80 —3_ i((élcosﬁ —3sinf — 3) + 6+ 2sinf — cos )
zim+6+mm_n
> 1,
the roots of Expression (1) are larger than or equal to 1.
Therefore, adgy(ﬁ) does not have roots in y € [0,1). For each fixed 6 and 7,

by the Intermediate Value Theorem, adgf) does not change sign for y € [0,1].

Substituting y = 3 confirms that Mg—;ﬂ > 0.
Hence, the maximum of dy(7) occurs when y = 1. Setting y = 1,
R 2sinf + cos 6 + 2
dr(F) = : .
V2sin + 2
This can be elegantly optimised by substituting 6 = § — 2¢:
2cos2¢ +sin2¢ + 2
V2 + cos 26
_ 4cos® ¢+ 2sin g cos ¢
B \/4cos? ¢

= 2cos ¢ +sin ¢
= V5sin(¢ + tan~' 2)

dr(7) =

which attains the maximum /5 when ¢ = tan™! % ie. 6 =tan~! %. By Lemma

2.13, 5(2) < /5, which completes the proof. O

4. POSSIBLE APPROACHES TO n-CONFIGURATION

4.1. 3-configuration. Using graphing software, we have observed that s(3) is very
close to 1 4+ /5 and we believe it is not a coincidence. However, after analysing
the time complexity of constructing a computer program to check such result, we
conclude that it is basically infeasible to build such program as it requires 5 layers
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of nested iteration i.e. O(n®). Our algorithm fixes the coordinates of a square, then
for each new square, it requires its own rotation and translation on the existing
configuration. Thus, each new square requires 2 layers of nested iteration. An extra
iteration is required for 7 so there is a total of 5 layers of iterations to generate all
3-configurations. In addition, the algorithm is much more complex (refer to Section
4.2) compared to that of 2-configuration as there are more cases of the placement
of the squares. Therefore, it is infeasible to find a numerical approximation of s(n)
for large n using this method. As a result, we investigate other approaches in an
effort to generalize to n-configuration.

4.2. “Vertex-to-Edge” and “Vertex-to-Vertex”. The major difficulty of con-
structing a computer program for 3-configuration is to handle the cases that the
edge of a square is intersecting with a vertex or an edge of another square. Un-
like 2-configuration, which only requires a single variable y to handle such cases,
the newly added square in 3-configuration has multiple ways to intersect with the
original configuration. It drastically increases the difficulty to design an algorithm
that covers all the cases.

Thus, we try to prove that “vertex-to-edge” always results in a smaller f{*" than
“vertex-to-vertex” configuration i.e. the squares only intersect at their vertices. We
try to translate the square that is in “vertex-to-edge” with another square along
that edge until it reaches the two end of that edge i.e. it becomes a “vertex-to-
vertex”.

However, when we translate a convex hull along a particular edge of another
convex hull, the idea that a vertex-to-vertex connection results in a larger f;\’””
than a vertex-to-edge connection is not true (see the example below). For our case,
which considers the boundary of a configuration rather than a convex hull, we face
obstacles when trying to prove it analytically or disprove it by finding an coun-
terexample. Although this hypothesis is too complex to be proven, it is believed
that the “least optimal” configuration does not have vertex-to-edge connections ac-
cording to the graphing software in both 2-configuration and 3-configuration cases.
In the end, we are able to show that “vertex-to-vertex” is indeed the solution.

An approximated example will be demonstrated below. Each hollow polygon
represents a convex hull.

FIGURE 13. fmn = 3.070
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| Vertices of the left polygon in Figure 13

#

1 (2.701,2.129)

2 (2.482,1.153)

3 (3.476,0.927)

4 (3.683,1.903)
TABLE 2

FIGURE 14. fn = 3.095

| Vertices of the left polygon in Figure 14

(2.482,1.549)
(3.476,1.323)
(3.683,2.299)
TABLE 3

#
1 (2.701,2.525)
2
3
4

FIGURE 15. f{m =2.919

| Vertices of the left polygon in Figure 15

(2.482,2.673)
(3.476,2.447)
(3.683,3.423)
TABLE 4

#
1 (2.701, 3.649)
2
3
4
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Vertices of the right polygon
(3.683,1.902)
(4.756,1.146)
(3.476,0.927)

(5.195, 3.5)
(3.683, 3.427)
TABLE 5

(SIS JUN O

5. TECHNIQUES TO TACKLE n-CONFIGURATIONS

As seen in the proof of Theorem 3.3, the two parameters y and 6 of an arbitrary
2-configuration already cause great algebraic complexity when proving the upper
bound of s(2). One can easily imagine that with the increasing number of parame-
ters of an arbitrary n-configuration, it is neither feasible nor insightful to find s(n)
with a purely algebraic method.

Therefore, it is hoped that by discussing the techniques we have used to solve
s(n), we can offer some insights into the nature of square packing and lead into the
complete proof in the next section.

5.1. Classification. The proof of Theorem 3.3 reveals that it may be possible to
only consider an « container, i.e. the case when dy(#) = d(#,). Thus, when tack-
ling an n-configuration, we will first categorise the configurations and containers
into classes so that they can be solved case by case.

We now rigorously define the a container, known as class ay.

Definition 5.1. Let C be a container of a configuration A. C and X\ are called of

class ay if C is a square, and each edge of C has at least one point of intersection
with X.

Using this definition of a4, we can rephrase Lemma 2.8 as follows.

Lemma 5.2. For all configurations \, there exists a container of \ of class ay.

Proof. By Lemma 2.8,

dx(To) = dx(r0L)
for some 7y € S'. By the definition of dy, let dy(7o) = d¥ (7o) and dy(rp,) =
di(ry ) for some i, j, k,l. Then

dx(fo) = df (fo) = d§! (101 ) = dx(r0 1),
so there exists a square container along the directions of 7y and 7y |, with point 4
and j on two opposite edges, and k and [ on the other two opposite edges. Thus,
the container and A are of class ay.
O

Class a4 includes a lot of ways that the configuration and its container can
intersect. Therefore, we classify ay into four classes .1, 4.2, 4.3, 4.4 based on
the number of unit squares in the configuration which the intersection points belong
to.
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Definition 5.3. For an ay container C of a configuration X, let p,q,r,s be a point
of intersection of A and each of the edges of C respectively. C and \ are called of
class ay.n, wheren =1,2,3 or4, if p,q,r,s come from exactly n unit squares of \.

It should be apparent that «y 1 is impossible when the number of unit squares
is greater than 1. The following simple results help prove this fact.

Lemma 5.4. Suppose A is an n-configuration where n > 2, and C and A\ are of
ayq. If a unit square @ in A has a point of intersection with an edge e of C, then Q
has no point of intersection with the edge opposite to e.

Proof. Suppose both e and the edge opposite to e each have a point of intersection
with @, denoted points x and y respectively. Then the side length of C is less than
or equal to the length zy, which is no more than /2 since z and y are on a unit
square Q. However the side length of the container of an n-configuration where
n > 2 is at least 2. So @) cannot intersect with both e and its opposite edge. O

Corollary 5.5. Suppose \ is an n-configuration where n > 2 and C is a container
of . If C and X\ are of class oy, then they are of class cy.2, aig3 Or Qg y.

Proof. For an a1 container, all four points p, ¢, r, s defined in Definition 5.3 come
from one unit square. But by Lemma 5.4, this is impossible. (]

After we divide oy into three smaller classes a9, g3 and gy 4, we will further
subdivide a4 o into three types.

Definition 5.6. Suppose a configuration A and its container C are of class ay..
Let Q1 and Q2 be the two squares that points p,q,r, s defined in Definition 5.3 come
from. For some L € (0,00), A and C are said to be of class ay.o type I, II or III if
Q1, Q2 and C can be transformed to the respective diagram in Figure 16 for some
0,¢ € [0,7/2] under translation, rotation and reflection.
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Yy Yy
Cs

(A) Type I (B) Type II

(c) Type III

FIGURE 16. Definition of class a2 type I, II and II1. 6, ¢ € [0, 7/2].

Lemma 5.7. Suppose a configuration A\ and its container C are of class ay4.s.
Define Q1 and Q2 as in Definition 5.6. Let | be the minimum distance from a
point on Q1 to a point on Qz. Then A and C are of class ay.o type I, I or I1I with
L=1.

Proof. By Lemma 5.4, each of Q1 and Q2 touches two of the adjacent sides of C.
Let p,q be the points of intersection of C and @i, and let r,s be the points of
intersection of C and Q2 with p, q,r, s going anticlockwise.

Let T be the locus of points which make a distance of [ with the boundary of
Q1. T consists of line segments and quarter circles. By symmetry, we only consider
one of those line segments as I'y and one of those quarter circles as I's.
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- Fz
R

Q1 Iy

b

FIGURE 17. The locus I' of points which make a distance [ with
the boundary of Q1.

Q@2 has at least one point of intersection with I and lies on or outside I'.

(1) If @2 has exactly one point of intersection with I', denoted as io,

(a) and if 45 is on I'1, then a line segment G of length [ can be drawn
perpendicular to I'y from 75 to the boundary of Q1.

(b) If i3 is on T, then a line segment G of length [ can be drawn from is
to the centre of ', i.e. a vertex of Q.

(2) If Q2 has more than one point of intersection with I', then an edge of Q2
coincides with I'y, and so at least one vertex v of Q2 lies on I'y. Then a
line segment G of length [ can be drawn perpendicular to I'y from v to the
boundary of Q.

1—‘2 FQ
N r, R

Ql Pl G Q2 Ql ul Fl
G @1 I'y ¢ Q2
(A) Case 1(a). (B) Case 1(b). (c) Case 2.

F1GURE 18. Cases of intersection of Q2 and I'.

For case 1(a) and 2, A and C match the definition of class ay o type III with
L=1.

For case 1(b), let i1 and i be the end points of G which are on @1 and Q2
respectively. p,q,r,s,i1,i2 are all distinct vertices of ()1 and Q5. Table 6 shows
the corresponding type.
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Vertex opposite to i1 in Qg | Vertex opposite to iy in Q2 | Type

p r Type 11

P S Type I

q r Type I

q s Type 11
TABLE 6

O

Figure 19 shows a summary of the classification of configurations and their

containers.

Q4.2 4.3 Q4.4

TN

TypeI Typell Type III

Qq

F1GURE 19. Classification of configurations and containers.

5.2. Reducible Configurations. After classification, the number of parameters
that directly affect the container side length has reduced significantly. For instance,
class a4 o type I only has three parameters, 8, ¢ and L. However, solving the cases
algebraically is still very complicated, so further techniques are required.

One intuitive thought is that for a4 type I, IT and III, when L increases, the
container side length should also increase. However, this is not always the case and
the conditions for # and ¢ when this is true are complicated to solve. If this was
true, then if a container side length can be achieved by a configuration with L < [,
we could separate (1 and Q2 along the direction of [ until L = [, which would result
in a larger container side length. We call a configuration with L = [ “reducible” if
its container side length can be achieved by a configuration with L < [.

Fortunately, there is an analytical method to “ignore” reducible configurations,
under the condition that an upper bound U(L) of the container side length of
irreducible configurations increases as L. This means that U(l) is also an upper
bound for the container side length of reducible configurations with L = [. The
reason behind it is that if a configuration can be reduced to one with L = [, where
I, < I, its container side length should be smaller than U(l,), which is no more
than U(l) by its increasing property.

To prove this rigorously, we first introduce a general proposition using analytical
tools.

Lemma 5.8. Let f : [0,00) — R be a function and g : [0,00) — R be a continuous
function with the following properties:
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(a) g(z) > f(x) for all x > 0;
(b) g(0) = f(0);
(c) for all zog > 0, if g(zo) # f(xo), then there exists some x1 € (0,z¢) such
that g(x1) > g(xo);
If U : [0,00) — R is an increasing function and is an upper bound of f, i.e. for all
x>0,
f(z) <U(z),

then U is also an upper bound of g, i.e. for all x > 0,
g(z) <U(x).

Proof. Assume g(zo) > U(xg) for some zo > 0, so g(xo) > f(zg). Let X = {z €
[0, x0) : g(x) = g(x0)}-

By property (¢), X is non-empty. Also X is bounded since X C [0,zp).
Hence X has an infimum, inf X. Therefore, there exists a non-increasing sequence
S1, 82,83, ... € X such that lim,_,o s, = inf X [2].

Therefore,

g(inf X) = g( lim s,)
n—o0

= lim g(sn) using the continuity of ¢
n—oo
> lim g(zo) using s, € X
n—oo
= g(x0)
so inf X € X. Hence X has a minimum, denoted as ..
But
9(Tmin) > g(o)
> U(1‘0)
> U(Zmin) as U is increasing
80 9(Tmin) # f(Tmin). Then by property (c), there exists some &' < X, such
that g(z') > g(zmin) > g(xo). 2’ € X, which contradicts with z;,;, being the
minimum of X. O

Then, we can apply this fact to our problem related to configurations.
Theorem 5.9. Let o(l) be a function that returns a set of configurations for | €
[0,00). Suppose o(l) is disjoint from o(l') for any " #1. Let f : A — R. For any
1 €[0,00), o,-(I) C o(l) is a set of “reducible configurations”, i.e. for any A € o,(1),
fA) = f(A\r) where N € (1) and I, € (0,1). Also assume two functions

m(l) = max{f(A) : A€ o())}, m,() =max{f(N): A€ a(l)\ o)}

are well-defined.
Let U(l) be an upper bound of m,(1). If m(l) is continuous and U (1) is increasing,
then U(l) is also an upper bound of m(l).

Proof. We will confirm the three properties of Lemma 5.8:
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(a) Since o(l) \ 0,(1) € o(l), m(l) = my(1).
(b) From the definition of 0., 0,.(0) = 0. Therefore o(0)\o,-(0) = o(0)\0 = &(0)
so m(0) = m,.(0).
(c) For all Iy > 0, using the definition of m, let A € o(lp) where f(X) = m(lo).
If m(lo) # m,(lp), then m(lp) > m,(lp). Since f(A) > m,(lp), by
definition of m,., A ¢ a(lp) \ o-(lp) so A € a,-(lp).
By definition of o, let f(\) = f(\.) where \. € o(l,) and I, € (0,1p).
Therefore by definition of m, m(l,.) > f(A.) = f(A) = m(lp).

Hence, U(l) is an upper bound of m(1). O

Corollary 5.10. Define m and m, as in Theorem 5.9. If m, is an increasing
function, then for all | € [0,00),

m(l) = m.(1).

Proof. m,(l) is an upper bound of itself, so let U(l) = m,(l). By Theorem 5.9,
m(l) < U(l) = m,(l) for all I € [0,00). But since also m(l) > m,(l), we have
m(l) = mq(1). O

The above two results are powerful tools to use the concept of “reducible config-
urations”. In our later proof, we will first assume a configuration is not reducible.
Next, we will show that the container side length of a configuration that satis-
fies this assumption has an upper bound which increases with L. Theorem 5.9 or
Corollary 5.10 then justifies the assumption since reducible configurations can be
ignored.

5.3. Local Minimum. Now that we have developed tools to ignore reducible con-
figurations, such configurations should be identified to further lower the number of
parameters.

For class a4 type I, IT or III, suppose 6 and ¢ are not 0 or 7/2. Fixing the
container side length, consider L as a function of # and ¢. If L is not at a local
minimum when changing 6 or ¢, then a slight increase or decrease in § and/or ¢
results in a smaller L.
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7

F1GURE 20. If L is not at a local minimum when changing 6, then
the configuration is reducible. A slight decrease in 8, shown as red
densely dashed lines, has a smaller length of A;Bs.

Hence, we are interested in finding the conditions when L is at a local minimum.

Lemma 5.11. Suppose v(t) and u are two vectors in R?* where v # u and v is
parametrised by t € R. Then ||v — u|| attains a local minimum only if

dv
T (v—u)=0.
Proof. At a local minimum,
d
0= llv—ul
_ (v—u) &
[o —ul|

so & (v—wu)=0. O
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7

0(0,0) C

FIGURE 21. A unit square ABCD which makes a variable angle
0 with the container, a fixed point @), and a point P on AB such
that PQ 1 AB.

Lemma 5.12. In Figure 21, for a fixed point Q,

(a) length AQ attains a local minimum at 0 = 0y only if AQ is along (cos by —
sin 0, sin fp) ;

(b) length BQ attains a local minimum at @ = 0y only if BQ is along (cos 6y, sin 6y—
cosfp); and

(c) length PQ attains a local minimum at @ = 0y only if AP = sin®6y and
PQ < 3sinfycosfy — 1.

Proof. (a) The position vector of A = (cos#,sinf + cos ) has derivative
dile (cosf,sinf + cosf) = (—sin 6, cos — sin h)

so by Lemma 5.11, AQ is perpendicular to the derivative, i.e. along (cosfp—
sin O, sin ).
(b) The position vector of B = (sin 6 + cosf,sin ) has derivative

%(sin& + cosf,sinf) = (cos — sin @, cos 0)

so by Lemma 5.11, BQ is perpendicular to the derivative, i.e. along
(cos By, sin By — cos byp).

(c) Let y be the length of AP and I be the length of PQ. Furthermore let
yo and [y be the values of y and [ respectively when 6§ = 6. The position
vector of @ is

0Q = (yosinby + (1 + lp) cos by, (1 + 1) sinbp + (1 — yo) cosbp),
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and

I =(cosh,sinf) - (OQ — (cosb,sinf + cos b))
=0Q - (cosf,sinf) — 1 — sinf cosf.

We now compute its derivatives,

di
i 0Q - (—sin®,cosf) + sin?  — cos® 0
and
d—2l =—-0Q - (cosf,sinf) + 4sin f cos §
gz ’ '
Since [ = [j is a local minimum,
dl
0=
d | g_g,
= —yosin? @y — (1 + ly) sin By cos Oy + (1 + lo) sin b cos Oy
+ (1 —yo) cos? By + sin? By — cos? 6y
Yo = sin? 6.

. 2 . . . .
Besides, % < 0 would imply [ = [l is a local maximum instead, so a
local minimum requires

d?l
E7,7) >0
do?|y_p,

—(lo + 1+ sinfg cos ) + 4sin g cosby > 0
lop < 3sinfgcosfy — 1.

O

5.4. Path Rearrangement. Our final technique involves simplifying a sequence
of unit squares and rearranging them. Since in our definition of a configuration, all
unit squares are connected to each other, we can obtain a sequence of connected
unit squares from any starting square to any destination square, which we call a
path.

In most of the cases, the details of the path do not affect the side length of the
container, so it can be simplified. Besides, squares in a path can be rearranged
in a way to transform into a different class without affecting the container side
length. The implementation of this technique will be demonstrated when tackling
class a3 and oy 4.

6. COMPLETE PROOF

We now apply the techniques mentioned in the previous section to find the
maximum container side length of configurations. Different classes will be handled
in each subsection.
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6.1. aso Type I. For a4 type I, we mainly use the fact that L is at a local
minimum when changing 6 and ¢. However, we need to first handle the case when
6 or ¢ is 0 or m/2. In this case, since 6 € [0,7/2] or ¢ € [0,7/2] is at an end of
its range, the notion of local minima does not apply. Luckily, this is easy to tackle
using algebraic methods.

Lemma 6.1. The side length of a container of class ay.o type I or III with L =1
and ¢ = /2 is at most

l

+ + 1.
7

[\
SES
(@28

Ds(s, )

A

Cq

FIGURE 22. Class oy type I with L =1 and ¢ = 7/2.

Proof. Let s be the side length of the container. The top right vertex of the
container has coordinates (s, s).

For a configuration of class a4 o type I, A; has coordinates (cos,sin 6 + cos@).
For a configuration of class ay.o type III, P has coordinates (cosf + ¢sin 6, sin 6 +
(1 —t) cos @) where ¢ is the distance A1 P. So by considering the length of [, for
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some t € [0,1],

l2:((cosﬂ+tsin9)~(s—1))2+((Sin0+(17t)cosf))f(s~1))2
= (cosf + tsinf)? + (sin@ + (1 — t) cosh)?
—2((1+t)sin@ + (2 —t)cosf)(s — 1) +2(s — 1)?
(14 t)sinf + (2 —t)cosd 2 (t—1)sin@ — tcosf\2
= ) ~Vas = 1)+ ( ) )
(141t)sinf + (2 —t)cosb 2
Z( NG —\/5(5—1)) .

Taking the square roots,

i< (14+t)sin€ + (2 —t)cosb )
V2
l (1+t)sin@+ (2 —1t)cosb

1
- 5 -

VI +1)2+(2-1t)2
2
5—2t(1—t)
2

(s—1)

»
IN

Sl = Sl= S-Sl

IN

+1

+

+1

_|_
SES

IA
+

+ 1.

Now we are ready to find the maximum side length of a container of class ay.2
type I. Two conditions will be used, namely L being at a local minimum, and that
the container is a square. After applying these conditions, an equation will be

obtained, which can be solved algebraically.

Lemma 6.2. a4o Type I with L =1 has a mazimum container side length of

l

ﬁJr\/g.
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Y

Cy

FicUrE 23. Class ay.2 type L.

Proof. Consider class ay.o type I with maximum container side length. By Lemma
6.1, when ¢ = w/2, or, by rotational symmetry, # = 0, the container side length is

at most \/_
l 5
— + —+1
V22

Also § = 7/2 or ¢ = 0 is impossible since if so, A; Bs is not the shortest distance
from @1 to Q2. From now on, we will focus on the case that 6 and ¢ are not 0 or
/2.

We first assume the condition that the length L is at a local minimum when
changing 6 and ¢. We will later justify this assumption using Corollary 5.10.

Fixing ¢ and therefore point Bs, since the length A; By attains a local minimum
at this 0, by Lemma 5.12, A1 B5 is along (cos @ — sin @, sin#). Similarly by fixing 6
and considering ¢, Ay By is along (cos ¢, sin ¢ — cos ¢). Therefore

0= (cos — sin 6, sin 0) x (cos ¢, sin ¢ — cos @)
sin @ sin ¢ = cos O(sin ¢ — cos @)
1

1—tané
1—tané

VA —tanf)2 + 1

Let Uppin = (cos@ — sinf,sin ). The top right vertex of the container has the
coordinates

tan ¢ =

cosp =

(cosﬁ+sin¢+cos¢+ %(COSG—sin9),sin0+cos€+sin¢+ _‘#sinﬁ).

(| Ui || (| Ui I
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Since the container is a square, the x and y-coordinates should equal. Hence

(2)

- (cosf — 2sinf) = sinf — cos ¢.
[[Tmin I

Hv*rf—-n\l > 0, so if (cos@ —2sinf) and (sinf — cos @) are not both zero, they have
the same sign. However, we will now show that this is not possible.
Consider when sin 6 — cos ¢ > 0,

1—tané
(1 —tanf)? +1

sinfy/(1 —tan@)2 +1 > 1 — tan6.

For m/4 < 6 < w/2, this is always true since the left hand side is positive while the
right hand side is negative. For 0 < 6 < /4,

sin @ >

sin? 0((1 — tanx)? + 1) > (1 — tan6)?
sin? § > cos? O(1 — tan6)?
tan? 0 > (1 — tan 6)?
tanf > 1 —tan6

1
6> tan"' =.
an B

1 % In the meantime,

Therefore, (sinf — cos ¢) is positive if and only if § > tan™

(cos@ — 2sin 0) is negative if and only if § > tan=' L.
Hence, Equation (2) is only true when cos@ — 2sinf = 0. Solving yields 6§ =

tan~! 2 and ¢ = tan~' 2. Substituting the angles, ||Zin| = 1/2/5 and the side

length of the container is

l
ﬁ'}‘\/g.

Note that this is an increasing function of [.

Now we will justify the assumption that L is at a local minimum when changing
0 and ¢. If L is not at a local minimum, then by slightly increasing or decreasing
6 and/or ¢, L decreases to smaller than [ while keeping the side length of the
container unchanged. Hence by Corollary 5.10, this is a “reducible” configuration
and does not affect the maximum side length of the container. (|

6.2. a4 Type II. For class a9 type II, it can be reduced to class a4 type
I. Again, using the conditions of local minima and being a square, a relationship
between 6, ¢, [ and the container side length can be found. Finally, it can be shown

that reflecting one of the unit squares results in a configuration of class a4 o type
I
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)

FIGURE 24. Class ay.o type II.

Lemma 6.3. Any a4 type II with L = 1 has a smaller side length of container
than that of class .o type I also with L = 1.

Proof. Consider an a4 o type II with maximum container side length. If 8 = 0 or
¢ = 0, by Lemma 6.1, the container side length is at most

I3
1
N

which is smaller than the maximum side length of a container of ay .o type I. Also
0 = w/2 or ¢ = /2 is impossible since if so, A;As is not the shortest distance
between (7 and Q2. Therefore from now on, we assume 6 and ¢ are not 0 or 7/2.

By Theorem 5.9, we first assume this configuration is not reducible. Then we
can assume that L is at a local minimum when changing 6 and ¢. This condition,
by Lemma 5.12, requires A; As to be along both (cos @ — sin,sin ) and (cos ¢ —
sin ¢, sin ¢). Thus

0 = (cos# — sin 6, sin ) x (cos ¢ — sin ¢, sin ¢)
0 = cosfsin ¢ — sin # sin ¢ — sin O cos ¢ + sin O sin ¢

= sin(¢ — 0)

so 0 = ¢.
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Let Unin = (cos@ — sinf,sinf) and s be the side length of the container. The
top right vertex of the container has the coordinates

(s,s) = (0039+cos¢+ T ”(cosﬁ—sine),
Umin
sin @ + cos @ + sin ¢ + cos ¢ + hsinﬂ).

Since the container is a square, the x and y-coordinates should equal. Hence

———(cosf — 2sinf) = 2sinb.

||"7min||
Since ﬁ >0, cosf —2sinf > 0 and
l _ 2sin 6
|Uminll  cos® — 2sinf’

Substituting, the side length of the container s is

2sin 6
=2 0+ ——m——— 6 —sin6
s cos +cos9—23in9(cos sin 0)
_200529—2sin90039—2sin20

cosf — 2sinf

Now we will show that a container of ay o type Il is always smaller than an ay o
type I with L = [. Notice that one of the unit square can be reflected about the
line y = « without changing the size of the container.

Y

FIGURE 25. A5B5C5D; is the image of the reflection of square
Ay ByC5 D4 along the line y = .
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The length A;A%5 is denoted !’. Note that the configuration that includes
{Ay,B1,C1, Dy, Ay, B, Ch, D5} with L = I is of class ayo type L. I’ can be ex-
pressed as

I"=(s,8) — (cos,sinf + cos ) — (sin ¢ + cos ¢, cos @)||
= ||(s —2cosf —sinf,s —2cosf —sin6)]|
= V2(s — 2cosf — sin )

\/5<2(:os29 — 2sinfcosf — 2sin? §

cost — 2sinf —2cos€—sm0)

V/2sin 6 cos 6

cosf — 2sinf
cos 6

—
but since

(V2[|Tmin|)? = (cos0)* = 2((cos O — sin 0)? + sin? §) — cos® 0
= (cos @ — 2sin 6)?
>0,

we have cos 6 < /2|t l|, s0O
<l

By Lemma 6.2, the side length of this container is at most (17/2 +/5), so

I l
s<—+V5< —+15
~ V2 V2

and hence such a4 type II has a container side length smaller than the ay o type
I with L = that has maximum container side length. [

6.3. ayo Type III. Next, a similar technique can be applied to class a4.2 type
III. However, we will soon prove that this class cannot simultaneously satisfy the
conditions of local minima and the container being a square.
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7

(&

FIGURE 26. Class ay.o type III.

Lemma 6.4. Any ay.o type III with L =1 has a smaller side length of container
than that of cy.o type I also with L = 1.

Proof. Consider an ay o type III with maximum container side length. Since PAs L
A1 By, PAs is along (cos 0, sin6). By Theorem 5.9, assume this configuration is not
reducible. Again by Lemma 6.1, if ¢ = 7/2, the container is smaller than that of a
container of class ay o type I. So from now on, we will consider when 6 and ¢ are
not 0 and 7/2. Then we can assume that L is at a local minimum when changing
0 and ¢. For being a local minimum with respect to ¢, Lemma 5.12 requires A, P
to be also along (cos ¢ — sin ¢, sin ¢). Thus

0 = (cosf,sin ) x (cos ¢ — sin ¢, sin ¢)

cosfsin ¢ = sin (cos ¢ — sin @)

Besides, the condition that L is at a local minimum with respect to 6 requires,
by Lemma 5.12, that A; P = sin?@ and [ < 3sinfcosd — 1.
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Combining the results, the top right vertex of the container has coordinates
(sin®@sin6 + (1 + 1) cos 6 + cos ¢,
(1+1)sinf + (1 — sin? ) cos O + sin ¢ + cos )
= (sin® 0 + (1 + 1) cos @ + cos ¢, (1 + 1) sin @ + cos® § + sin ¢ + cos ¢).
The x and y coordinates should equal:
sin®@ + (1 +1) cos + cos ¢ = (1 4 1) sinf + cos® @ + sin ¢ + cos ¢
sin ¢ = (sinf — cos ) (sinf cos  — 1)

1 |2
1= (sinf —cosf)(sinfcosf —1)1/1+ (1 + —)".
(sin cos 0)(sin 6 cos ) + ( + tanﬁ)

We will show that this equation has no solution for 6 using the condition
0<1<3sinfycosby — 1.
For sinf — cosf < 0, i.e. 0 <60 < 7/4,

1 2
inf — cos@)(sinfcosh — 1) /1+ (1
(sin@ — cos 0)(sin § cos W1+ (1+ tane)

< (sinf — cos ) (sinfcosf — (3sinfcosf — 1)) /1 + (1 + tailﬁ)z
. . 1 2
= (sinf — cos0)(1 —sin26)1/1+ (1 + tan9)
<0<1.
For sinf — cosf > 0, ie. /4 <60 < 7/2,
1 2
inf — cosf)(sinfcosh —1)1/1+ (1
(sin @ — cos 0)(sin 6 cos W1+ (1+ tanO)
1 2
< (sinf — cosO)(sinfcosh)y/1+ (1
< (sinf — cos0)(sin 6 cos )1 /1 + (1 + tanO)
< V/5(sin @ — cos ) sin A cos 0
</5sin% 0 cos
S @ < 1.
9
Therefore, no a4 o type III satisfies the local minima condition. O

6.4. ayg3 and ay 4. Our techniques for solving class a3 and ay 4 are different from
ay.2. We will mostly use the path rearrangement method.

Before we tackle oy 3 and oy 4, a simple case, denoted o s, is first considered to
ensure a smoother presentation later on.

Lemma 6.5. For some ly,ly > 0 and 6 € [0,7/2], if Iy + 1o < (n — 1)V/2 where
n > 2, then the container side length of class o 5, defined in Figure 27, is less

than
n -+ \/_— 2.
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M

Iy

ly i

FIGURE 27. A special case of ay 3, denoted as o 5.

Proof. To form a square,
l1 +sinf + cosf = ly + sin 6 + cos
Iy =ls.
Notice,

l l
n—1>-+ 42

V2 V2
= V2.
Thus the side length of the square

=sinf + cosd + 1

-1
< sinf + cosf + n—-

V2

n—1
<V2+
- V2

n+1
V2
<n++vV5—2 forn>2.

d

Class ay4.3 can now be dealt with. We will first construct paths between partic-
ular squares of interest, and then deduce cases based on the way which the paths
split. For each case, we perform a series of steps to transform it into either class
o 5 or class a4 2 while carefully considering inequalities related to triangles and
the total number of unit squares.

Lemma 6.6. The side length of the square container of any n-configuration of ay.3
is always smaller than that of ay.o.

Proof. Suppose p, q,r, s are points of intersection of an n-configuration and each of
the four edges of its square container of class oy 3. Let e, €4, €, €5 be the container
edges which p, g, 7, s are on respectively. Without loss of generality, let Qo be the
unit square that contains p and ¢, @1 be the unit square that contains r, and Q2
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be the unit square that contains s. p and ¢, by Lemma 5.4, are on the adjacent
sides of the container and are adjacent vertices of Q.

Since all squares in a configuration are connected, let K7 be the finite sequence
of all distinct squares on a path starting from Qg and ending at @1, including Qg
and Q. Similarly let K5 be the finite sequence of all distinct squares on a path
starting from @y and ending at @2, including Qg and Q5.

Let Q. be the last square in K5 which is also in K;. Q. exists because at least
one square, (g, is in both K; and K.

There are three cases for Q.:

(a) Qc = Qo;
(b) Qe =Q1; or
(c) otherwise, i.e. other squares in K; excluding Qo and Q1.

For case (a) (Figure 28), we will show that the configuration can be transformed
to be of class o 5 defined in Lemma 6.5. Let ip; be the intersection point of @ and
its next square in K7 and igs be the intersection point of Qg and its next square
in K. Draw a line segment, denoted G, with length [,., from ig; to r. Also draw
another line segment, denoted G with length [, from igy to s.

Notice that G, represents at most [l,//2] unit squares and G represents at
most [ls/v/2] unit squares. Hence, if we count the total number of unit squares,

we have
FARITP

As 1, /v2 < [1,/V/2] and 1,/v/2 < [ls/\/2], we can loosen this condition to
Lo +1, < (n—1)V2

which still holds.

Now let ig11 be a point on @y with shortest distance to e,, and let ig21 be a
point on Q¢ with shortest distance to e;. Draw a line segment, denoted G, with
length [, , perpendicular to e,., from ig;; to e,.. Also draw a line segment, denoted
G, with length [, , perpendicular to es, from ige; to es. By definition, ., <,
and ls) <lg, so

Ll +1l < (n—1)V2.

Note that the side length of the container stays unchanged, while Qq, [, and
ls1 match the diagram of class o} 5. Hence by Lemma 6.5, the container side length
is less than

n++v5— 2,

which is the maximum container side length of class ay.s.

For cases (b) (Figure 29) and (c) (Figure 30), we will show that the container
side length can be achieved by a configuration of class a4 with L < (n — 2)v/2.
Then by Lemma 6.2, the container side length is no more than

%ﬁﬁzmﬁ_z,

thus completing the proof.
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For case (b), refer to Figure 29. Let io. be the intersection point of @y and its
next square in K7, i, be the intersection point of Q). and its previous square in
K, and i, be the intersection point of Q). and its next square in K5. Draw a line
segment, denoted G, with length I,,, from g, to ic.o. Besides, draw another line
segment, denoted G with length [, from i to s.

Note that G, represents at most [l,,/v/2] squares and G represents at most
[1s/7/2] squares. Thus counting the total number of squares, we have

][] 25n.

We loosen this condition to
lpg +1s < (n—2)V2

which still holds.
We perform a series of transformations to the diagram as follows:

(1) Let ico) be a point on Q. with shortest distance to es. Draw a line segment,

denoted G with length Is, , perpendicular to eg, from i.o) to es.
Note that I5; <, s0 g+ 11 < (n— 2)v/2 holds.

(2) Swap the positions of Q. and Gg, i.e. translate Gs; such that G4, at-
taches at the end of G4, and translate Q). and i,y together such that the
ending point of G is point i..

Q. now touches both e, and e;.
(3) Draw a line segment, denoted G4 with length I, from ig. t0 icp.
By the triangle inequality,

Iy <lpg+1s1 < (n—2)V2.

The shortest distance from a point on Qg to a point on Q. is at most [, . Hence,
Qo,Q., G form a configuration of ayo with L < I, < (n — 2)v/2 and with the
same container size as the original one.

For case (c), refer to Figure 30. Define ioc, ico, ic2, Gpq, Gs similarly. Addition-
ally, let i.; be the intersection point of (). and its next square in K;. Draw line
segment, denoted G, with length [,., from i.; to r.

Counting the number of squares,

V%W n {%} + “/—HJrQSn,

lpg + 1 +1s < (n—2)V2.
Perform these steps to form an n-configuration of ay o with the same container
size:

SO

(1) Let é.1, be a point on Q. with shortest distance to e,. Also let .o, be
a point on ). with shortest distance to es. Draw a line segment, denoted
G, with length [,., , perpendicular to e,., from i1, to e,. Similarly draw a
line segment, denoted G5, with length [, , perpendicular to eg, from i,
to es.
Note that
lpg + 1t + 151 < (n—2)V2.
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(2) Swap the positions of G5, and the whole of Q. and G, , i.e. translate
G, such that G, attaches to the end of G4, and translate )., G, and
ic0 together such that the end point of G, is point ig.

Then Q. touches e,.

(3) Swap the positions of G,; and @, i.e. translate G, such that G,
attaches to the end of G, and translate Q. and i,y together such that
the end of G, is point i..

Now Q. touches both eg and e,..
(4) Draw a line segment, denoted G4 with length I, from ig. t0 icp.
By the triangle inequality,

L <lpg+ 1oy + 11 < (n—2)V2.

Hence, Qq, Q., G+ form a configuration of a4 o with the same container size as the

original one.
|
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G’I"J_

1011

qe Qo\iou Gs1 4

p

FIGURE 28. Transformations made to case (a), showing the dia-
gram before and after.

FIGURE 29. Transformations made to case (b), showing the dia-
gram before and after each step.
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FIGURE 30. Transformations made to case (c), showing the dia-
gram before and after each step.

81
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A similar method is used in proving class ay.4. Due to the huge number of cases,
only figures will be provided, which should be sufficient for understanding.

Lemma 6.7. The side length of the square container of any n-configuration of ay 4
s always smaller than that of ay.o .

Proof. Define p,q,r,s and ey, eq, €, e, the same way as in Lemma 6.6, with the
additional assumption that e, is opposite to e, and that e, is opposite to e;. Let
Qp, Qq, Qr, Qs be the distinct unit squares that p, g, r, s are on respectively.

Since all squares in a configuration are connected, let K. be the finite sequence
of all distinct squares on a path starting from @, and ending at @,, including
Qp and Q,. Similarly let K, be the sequence from @, to (), and let K be the
sequence from @), to Q.

Let Q4 be the last square in K, that is also in K,, and let Q. be the last
square in K that is also in K,. Q. and Q.s always exist since @), is in all Ky, K,
and K.

These are the cases for Qcq and Q.s:

(1) Qcq = Qp. Then

(a) Qs = QpS
(b) Qcs 7é Q;D and Qcs # Qp; or
(C> ch = Qr-

(2) Qcq = Qr, which is equivalent to case 1 by swapping the roles of p and r.

ch 7é Qp and ch 7é Qr. Then

) Qcs = Qp, which is equivalent to case 1(b) by swapping ¢ and s;

) Qes # Qp and Qs is before Q4 in K, ;

) ch = ch§

) Qes # Qr and Qs is after Q. in K., which is equivalent to case 3(b)
by swapping p and r; or

(e) Qcs = @, which is equivalent to case 1(b) by swapping p and r and

also swapping ¢ and s.

Using the same technique in Lemma 6.6, Figures 31 to 35 show the steps to
transform the configuration into class o 5 with I; 4+ lo < (n — 1)v/2 or class ay.o
with L < (n — 2)\/5
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FIGURE 31. Transformation of case 1(a) to class aj 5.
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FIGURE 32. Transformation of case 1(b) to class ays.
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o
@

FIGURE 33. Transformation of case 1(c) to class ay.o.
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FIGURE 34. Transformation of case 3(b) to class ays.
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F1GURE 35. Transformation of case 3(c) to class aj 5.
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6.5. Final Step. Finally, we will relate our previous results to finding s(n). Let
us summarise them in the following corollary.

Corollary 6.8. Forn > 2, if an n-configuration A and its container C are of class
ay, then the maximum side length of C is

n++vV5—2.

Proof. By Corollary 5.5, A and C are of class a2, a3 or as4. If C is of class
ay4.3 and ay 4, then C is, by Lemma 6.6 and Lemma 6.7 respectively, smaller than
a container of class ay.o.

If C is of class ay.2, by Lemma 5.7, A and C are of class ay o type I, II or III. By
Lemma 6.2, 6.3 and 6.4, the maximum side length of C is (n + /5 — 2). O

Combining our lemma regarding choice function, we can derive the upper bound
for s(n).

Corollary 6.9. For all integer n > 3,
s(n) <n+ V5 — 2.

Proof. By Lemma 2.8, define 7. : A,, — S* such that dy(7.(\)) = dx(#.(\) L) for
all A\ € A,,. Then by Corollary 6.8,

APe(N) <n++V5 -2
for all A € A,,. Therefore by Lemma 2.13,
s(n) <n+V5-2.

O

Before we prove a lower bound for s(n) and conclude our proof, we first show a
result regarding local maxima of dy(#), which will be made use of.

Lemma 6.10. For some ¥ € R?, let
d(f)=7-7>0

be a function for # € S' from 71 going anticlockwise to #5. Then ¥ X 71 and ¥ X T3
have the same direction if and only if d(7) does not attain local mazimum from
T = TA‘l to TA‘Q.

Proof. d(7) attains local maximum at 7 = 7 if and only if 7 aligns with ¢. Since
d(#) > 0, v-71 > 0 and ¥- 7y > 0. By considering the directions of 7#; and 75 relative
to ¥, we can determine the directions of the cross products ¥ x 71 and ¥ X 75, as
shown in Table 7.
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Anticlockwise Clockwise

Relative directions to ¥ Directions of Is U between 7
of 71 of 7o U X 71 and U X 7o | and 7A’2?
(a) Clockwise | Anticlockwise || Opposite Yes
(b) Clockwise Clockwise Same No
(¢) | Anticlockwise | Anticlockwise || Same No
(d)

Impossible, as going from 71 to 79
is anticlockwise.

TABLE 7. Relationship between the directions of #; and 7 relative
to ¥, directions of cross products ¢ X 71 and ¥ X 79, and whether

a local maximum is attained.

0l 0l U
T2 1
72
! 1 T2
(A) Case (a) (B) Case (b) (c) Case (c)

FIGURE 36. Cases of the relative directions of 71 and 7 in Table 7.

89

We have finally reached our main result, which proves the exact value of s(n).
Similar to the proof of s(2), we will consider a particular n-configuration and find
its f*", which serves as a lower bound for s(n).

Theorem 6.11. For all integer n > 2,

s(n) =n+v5—2.

Proof. The case when n = 2 is proven in Theorem 3.3. It suffices to show for any
n > 3, an n-configuration \ has f/’\m” = n++/5—2, as this implies s(n) > n+ V/5—2
and combining with Corollary 6.9, an exact value of s(n) is found.

Consider the n-configuration A in Figure 37 with its convex hull shown in dotted
line. All the coordinates are shown in Table 8.
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* squares

0.3 :

FIGURE 37. The least optimal n-configuration. § = tan™' , ¢ =

an~1'2, 1 = (n —2)v2.

# Vertices
1 (0,0) B(—%‘}—\%) C(¥0, - 210 D(%}ﬁ,}%)
2 2 2 2

3 (0,v2) (=%, %%%) (0,2v2) (2,52

i ' 2k—3)v2 . 21;—3 V2

ko0, (k=2)v2) | (—, B2 | (0,(k—1)v2) | (32,3
n—1] (0,1-v2) | A(-L,1-%) (0,2) (21— L)

n O0) | B804 20 | 0(40, 14 2400 | p/(348, 14 D

TABLE 8. The coordinates of vertices of each square. | = (n — 2)v/2.
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Let # = (cos+y,sin~). Notice due to symmetry,

(3) dx((cos,siny)) = da ((cos(r — ), sin(r — 7)),

so we now only consider when 0 <~y < 7/2.
We will now show that d(7) is increasing going anticlockwise from 7 = (1,0) to
(0,1). Comparing the slopes of AB, C'D’ and BC,

Slope of AB = —2 — /5 < Slope of "D’ = —3 < Slope of BC' = —%,

so when 7 rotates anticlockwise from (1,0) to (0, 1),

—
o dy\(F) = A—D:f from 7 = (1,0) up to \/ﬁg@-F V/5,1); then
e d\(f) = BD'-7 up to 7 = \/%(3, 1); then

—
e d\(f) =BC" -7 up to 7 = \/Ll—o(l,3); then finally

—
e d\(7) =CC" -7 up to 7 = (0,1).

Recall that since n > 3, [ = (n — 2)v/2 > /2. We now verify the directions of
these cross products:

AD' x (1,0) = (=1 — —— + )7
’ V10 V2
ﬁx(2+x/§,1) (- (2+\/_)l+\/—+3\/_)
BD' x (24 v53,1) = (- (2+f)z—2f+2‘/_)
BD' x (3,1) = (31—%_)
BC x (3,1) = (31—%)
ﬁx(1,3):(—z+@)/}

Note that all of these cross products can be expressed in rk where r is a negative
constant i.e. they all have the same direction. So by Lemma 6.10, dx(7) has no

local maximum from # = (1,0) to ﬁ(l,i’»). In addition, d)(7) attains a local
maximum at 7 = (0,1) since (0,1) is along CC’. Besides, since
d —
7 (AD’ (cos, sin 'y))‘ = AD'-(0,1) >0,
’y =

dx(7) is increasing at v = 0. Therefore, d)(7) is increasing throughout from 7 =
(1,0) to (0,1).

Notice that when v = 7/4, 7 = 7(1 1), and
— 1 l
dx(?)=BC" - —(1,1)=vV6+ —==n+V5-2.
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0
da(7) <n+ V5 —2 for'ye{O,%),
da(#) > n+ V5 —2 for’ye(%,g}.

Using Equation (3), we can conclude that
dy(f) <n+vV5—2 forve[O,%,
dy(f) >n+ V5 -2 for“ye(%,?%),
dy(f) <n+vV5—2 for’yé(%r,w},

so fr(7) = max{dx(7),dx(71)} > n+ /5 — 2 where equality occurs when y = 7/4.
Thus,

completing the proof. O

7. CONCLUSION

In conclusion, the least optimal m-configuration is of class ayo type I with
0 = tan~' 1 and ¢ = tan~'2, which gives s(n) = n + V5 — 2. To reiterate,
we use the idea of a rotating container to confirm the existence of a 2-configuration
that requires a square container with side length v/5. Then, we use a square con-
structing method and Lemma 2.13 that allow us to choose a specific orientation of
the container, with some algebra and calculus, to prove that s(2) = V/5. Finally,
we study different ways of how the configuration intersects with the container and
prove the final result s(n) =n + V5 — 2.

Given that the most optimal packing of n unit squares is still an open problem
for many values of n, it is surprising that the least optimal square packing problem
has an exact and simple formula as the solution.

We believe that this problem can be extended to other shapes such as rectangles
with a certain ratio, triangles or to higher dimensions such as cubes or tetrahedrons
with the setting of being least optimal. Some techniques harnessed in this research
can be made useful to study the packing of other shapes.

At last, although in the least optimal n-configuration, the unit squares turn
out to connect to each other vertex-to-vertex, the problem of connecting vertex-
to-vertex remains unsolved. Whether there is a more fundamental reason why
vertex-to-vertex connection is preferred is unknown. In our research, we mainly
investigate in the case where we required the square to intersect with the convex
hull on a particular edge, and we found out that the square may not intersect
with the convex hull at the ends of the edge to attain minimum container size.
However, it is uncertain whether allowing the square to intersect on any edge of an
actual configuration will result in a vertex-to-vertex connection attaining minimum
container size. The problem of least optimal square packing still requires future
work to be done.
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8. APPENDIX

8.1. C++ code for s(2).

#include <bits/stdc++.h>
using namespace std;
typedef long long 11;

double dot(pair<double, double> a, pair<double, double> b)

{
return a.first * b.first + a.second * b.second;
}
int main()
{

ios_base::sync_with_stdio(0);
cin.tie(0);
cout.tie(0);

setprecision(30);
cout << fixed;

double s = -10000;

int goal_n = 2;

int scale_y = 10, scale_theta = 1000, scale_angle_of_r = 1000;
int max_y = 10, max_theta = 1570, max_angle_of_r = 1570;

int min_y = O, min_theta = 0, min_angle_of_r = 0;

int number_of_pts = 8;

for (int aug_y = min_y; aug_y <= max_y; ++aug_y)

for (int aug_t = min_theta; aug_t <= max_theta; ++aug_t)

{

double t = (double)aug_t / scale_theta;
double y = (double)aug_y / scale_y;

vector<pair<double, double>> pts;

pts.push_back({0, 0});

pts.push_back({1, 0});

pts.push_back({0, 1});

pts.push_back({1, 1});

pts.push_back({1, y});

pts.push_back({1 + sin(t), y - cos(t)});

pts.push_back({1 + sin(t) + cos(t), y + sin(t) - cos(t)});
pts.push_back({1 + cos(t), y + sin(t)});

double f_min = 10000;

for (int aug_angle_of_r = min_angle_of_r; aug_angle_of_r <= max_angle_of_r; ++aug_angle_of_r)

double angle_of_r = (double)aug_angle_of_r / scale_angle_of_r;
pair<double, double> r = {cos(angle_of_r), sin(angle_of_r)};
pair<double, double> r_perp = {sin(angle_of_r), -cos(angle_of_r)};

vector<double> pts_dot_r;
vector<double> pts_dot_r_perp;
for (int i = 0; i < number_of_pts; ++i)
{
pts_dot_r.push_back(dot(pts[il, r));
pts_dot_r_perp.push_back(dot(pts[i], r_perp));
}

double min_pts_dot_r = 10000, min_pts_dot_r_perp = 10000;
double max_pts_dot_r = -10000, max_pts_dot_r_perp = -10000;
for (int i = 0; i < number_of_pts; ++i)

{
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min_pts_dot_r = fmin(min_pts_dot_r, pts_dot_r[il);
max_pts_dot_r = fmax(max_pts_dot_r, pts_dot_r[il);
min_pts_dot_r_perp = fmin(min_pts_dot_r_perp, pts_dot_r_perp[i]);
max_pts_dot_r_perp = fmax(max_pts_dot_r_perp, pts_dot_r_perp[i]);
}
double d = fmax(max_pts_dot_r - min_pts_dot_r, max_pts_dot_r_perp - min_pts_dot_r_perp);
f_min = fmin(f_min, d);

if (f_min >= goal_n - 2 + 2.2364)

{
cout << "y: " << y << " g " << t << " f_min: " << f_min << endl;
}
s = fmax(s, f_min);
}

}

cout << "s = " << s;

return 0;

. s(2) Approximate Results.

RHERHERHERERHRHRPOO0O000000000000O00O0O0O0O0O0

000000 t: 0.907000 1 2.236402
000000 t: 0.909000 2.236423
000000 t: 0.911000 1 2.236442
000000 t: 0.913000 2.236459
000000 t: 0.915000 2.236474
000000 t: 0.917000 2.236486
000000 t: 0.919000 2.236497
000000 t: 0.921000 2.236505
000000 t: 0.923000 2.236510
000000 t: 0.925000 2.236514
000000 t: 0.927000 2.236515
000000 t: 0.929000 2.236514
000000 t: 0.931000 2.236511
000000 t: 0.933000 1 2.236505
000000 t: 0.935000 2.236497
000000 t: 0.937000 2.236487
000000 t: 0.939000 2.236475
000000 t: 0.941000 2.236461
000000 t: 0.943000 2.236444
000000 t: 0.945000 2.236425
000000 t: 0.947000 2.236404
000000 t: 0.636000 2.236408
000000 t: 0.638000 2.236415
000000 t: 0.640000 2.236420
.000000 t: 0.642000 : 2.236423
.000000 t: 0.644000 2.236424
.000000 t: 0.646000 2.236422
.000000 t: 0.648000 2.236419
.000000 t: 0.650000 2.236413
000000 t: 0.652000 2.236404

.236515



REVIEWERS’ COMMENTS

The authors raised a problem that is opposite to the classical square packing
problem, and called it “the least optimal square packing problem”: given n unit
squares in the plane, for each configuration where the squares are connected to each
other, can we pack this configuration into a large square container? This problem
studies the configuration that requires that largest container.

Reviewers generally think that the article is well-written, and demonstates that

the authors have a rather broad understanding of mathematical techniques, ranging
from numerical methods to analytical methods.
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